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Introduction and Scope of Review

Medical records generated in the course of administering care to patients are fundamental to the functioning of healthcare systems around the globe. In an English context, since the introduction of the ‘Lloyd George envelope’ in 1911, information has been routinely recorded about patients in a relatively standardised form. However, it is true to say that ‘in less than a generation’ the recording of medical information on patients has gone from ‘doctor’s notes’ to computer-based records that can capture data in increasingly standardised forms (Nuffield, 2014, p.6). Technological advances have underpinned this shift, and have also enabled new ways and means of sharing patient records and data. This increased ability to share is recognised as a strength, as it can provide an opportunity to better support the direct care of the patient, for example, through better information flows between care providers. In addition to supporting the clinical care of the individual patient, the data held in digital patient records can also be extracted and used for a wide range of additional purposes linked to improving health care services. These purposes include auditing of services, monitoring performance, resource planning, and evaluations on the cost effectiveness of care. This data can also be opened further for a variety of other extended re-uses including research. Such research, which often seeks to identify broad trends in health and disease, can have a collective benefit when it leads to improvements in public health.

At the same time there is an ever expanding number of opportunities for people to participate directly in health and medical research by providing data about their lifestyle, health, diseases, genetics and biology to projects that are supported by increasingly sophisticated information systems. Data can be generated from clinical trials and observations, or it can be generated directly by the patient (e.g. from life-logging) or it can be generated in the laboratory (e.g. from imaging or genome sequencing, and other ‘omics’). Advances in both technology (faster information storage, retrieval, and processing) and data science (more powerful statistical techniques and algorithms) (Nuffield, 2014, p.4) have led to increasingly more sophisticated and powerful means available to researchers to ‘collect, manage, combine, analyse and derive insight’ from these different types of data (Nuffield, 2014, p.xvii).

The increased opportunities that shifts in technology and data science has wrought is indicated through the increase in scale in observational studies that have developed from the 1940s when 5,000 participants was seen as a large-scale project, to today, when the Million Women Study, has recruited over a million women to follow in order to learn about a range of health conditions including cancers,
osteoporosis, and cardiovascular disease. The speed of change can also be captured by the observation that ‘within the span of an academic career’ many researchers in the biomedical field ‘have gone from using an edge-notched punch card system to digital data mining using cloud-based services several orders of magnitude more powerful’ (Nuffield, 2014, p.6). These rapid advances have led to the development of the term ‘big data’ which is used as a catch-all by biomedical researchers to describe the opportunities and challenges in ‘accessing, managing, analysing, and integrating datasets of diverse data types (e.g. imaging, phenotypic, molecular, health, behavioural) that are increasingly larger, more diverse, and more complex’ (Nuffield: 2014, p.15). Following Boyd and Crawford (2012, p.663), then, big data is a term that ‘is less about data that is big than it is about increasing capacities to search, aggregate and cross-reference large data sets’ (Moat et al, 2014, p.95).

There is clearly a public good in the use of medical records and patient data to support advances in medical, health and scientific research. These include advancements in the understandings of health and disease, improvements in health services, better detection and prevention of illness, and the development of innovative treatments. However, equal to this, there is also a public good in respecting and protecting privacy, maintaining confidentiality, and limiting the use of medical records and patient data (particularly when it is still identifiable). This becomes a particular issue in relation to the re-use of data generated routinely as part of clinical care, which is then opened up for a range of secondary purposes that may not have been anticipated or expected by the patient. Here, protecting patient data is not just in the individual’s interest, but has a collective benefit as it enables the public to have the confidence necessary to participate in health services. Balancing these public goods (the public good in enabling research and the public good in protecting data) is increasingly challenging given the rapidly evolving mechanisms open to researchers and others to extract added value from data though linking and re-use. In these increasingly sophisticated technological environments these two public goods are entangled in complex ways.

Arguably, advocating for, and developing the means to exploit, the public good in sharing data lies at the heart of the open government data agenda. The broader concept of ‘open government’ is most usually positioned as intrinsically positive and is often linked to the related concepts of democracy, transparency and accountability (Davies and Bawa, 2012; Harrison et al, 2015). It is generally understood as a reaction to long-standing cultures of government secrecy, and, more recently, it has developed a rhetoric that places it as an antidote to the limited scope for citizen participation in policy making (Davies and Bawa, 2012, Yu and Robinson, 2012). The ‘open government data’ (OGD) agenda has often been positioned within this broader ‘open government’ narrative. As a form of proactive disclosure (Thurston, 2012), OGD is indicative of an open attitude, in which raw data collected by Government is made as transparent and as readily available as possible. However, other narratives on OGD focus on it as a technology, highlighting ‘its role in facilitating new modes of production, the delivery of services and in supporting the role of competitive market forces in government services’
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1 See: US National Institutes for Health http://bd2k.nih.gov/about_bdiib/html#bigdata
(Davies and Bawa, 2012). This technological narrative fuses with one on economics, where OGD is positioned as a means of enabling data to be fully realised as an income generating ‘asset’. In the UK Government’s white paper on open data, aspects of all these narratives become fused: OGD is positioned as a means of enabling ‘transparency to drive prosperity’. (2012, p.5) Given some of the threads within this narrative, a simplistic positioning of OGD as a ‘public good’ can unravel, particularly when OGD’s role in supporting commercial interests emerges as a dominant underpinning force.

Whilst sharing data may lie at the heart of the OGD agenda, from a privacy perspective, the limitation of sharing personal information is not only seen as a positive, it is cast as a fundamental human right. However, its reach has to be viewed as ‘non-absolute’ and its application must be weighed against its functioning in society. A number of overlapping legal measures exist to protect privacy including privacy rights, which guarantee freedom from interference; rules of data protection, which controls the ‘processing’ of ‘personal data’; and duties of confidentiality, which protect against unauthorised or unreasonable breaches of confidence (Nuffield, 2014, p.xix). Across these legal measures there is recognition that privacy is not always in the public interest if it is allowed to impede on other fundamental human rights and interests.

In the context of health, the tension between reaping the benefits of being open with records and data on the one hand, and maintaining data confidentiality on the other hand, is a tension that is sharply felt. In the context of NHS England, the most recent Information Governance review, by Dame Fiona Caldicott, summed this tension up perfectly in its title To Share, Or Not to Share? (2013) Indeed, that is one of the central dilemmas that this literature review seeks to explore.

The remit of this literature review has been to explore how the OGD and re-use of public sector information agendas balance against developments in data protection in the UK and the EU, with a focus on access to medical and health records, with an intention to draw out implications for record-keeping and information governance. As a way in and as a means of narrowing the scope, the situation of a medical and health researcher seeking to re-use routinely collected clinical care data (e.g. data taken from primary care and hospital records) has been used as the primary lens through which to look at this landscape and open up the key issues.

Methodology

This literature review is based on an analysis of the applicable legislation and the relevant policy documents in the field of open government data, re-use of public sector information, data protection, and broader legislation affecting use of medical records and patient data. The analysis of the legislation is accompanied by a study of the literature around these themes. The focus has been predominately on England, but also seeks to look outward to legislation and policy in the devolved
nations of the United Kingdom (e.g. in the final section on Scottish approaches) as well as legislative developments in and across Europe.
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Open government data in the UK: What this means in relation to medical records and patient data

According to Bates (2014) the Open Government Data (OGD) agenda in the UK can be defined as:

[A]n information policy which provides a particular framework for governing the re-use by third parties of datasets that are produced by public institutions. […] The proposal for Open Government Data argues that non-personal data that is produced by public bodies should be opened for all to re-use, free of charge, and without discrimination (p.390).

Proponents of the Open Government Data therefore argue that public services, including health services, generate large volumes of data that is simply not exploited to its fullest extent. When data is cast in these terms, as an asset ripe for exploitation, then the argument naturally follows that one way of increasing the possibility to exploit data to its fullest potential is through the proactive disclosure of open datasets that can then be used by any third party for any purpose. It has been suggested in the US, for example, that ‘the benefits of opening up healthcare datasets ‘could run into the hundreds of billions of dollars annually, realised through a combination of re-engineering health services and commercial exploitation’ (Manyika et al. (2011) in Keen et al, 2013, p.229).

In reality there are a series of stumbling blocks to any realisation of exploiting patient data held in publicly maintained health systems through ‘open data’ initiatives. The first is related to the quality of the underlying records from which the data to be opened is drawn. As Anne Thurston (2012) points out, the quality of open data is only ever as reliable as the underlying records from which the data is extracted. Secondly, even if the underlying records prove to be authentic and reliable sources of data, there is an issue as to whether the data can maintain its authenticity and integrity during any process of extraction. Keen et al (2013) contend that datasets generated from public sector clinical care records are generally ‘chronically incomplete and unquantifiably inaccurate’. While this might be ‘good enough’ for a number of purposes, it is certainly not ‘good enough’ when the data is intended to be opened to enable high-quality research (p.229). Thirdly, there is a fundamental problem with any assumption that the State has the right to decide the ‘ifs, how, and when’ in relation to opening up patient data held in public health systems. The assumption that they do have this right runs counter to strong trends in health care that stress the importance of patient’s being able to control access to their data (Keen et al, 2013, p.229).

Clearly, to be published as wholly ‘open data’ without any restrictions, datasets must be anonymised (de-identified). The Article 29 Working Party (the European Advisory Body on Data Protection) describe anonymisation as a process that ‘prevents all parties from singling out an individual in a dataset, from linking two records within a dataset (or between two separate datasets) and from inferring
any information in such a dataset.”\textsuperscript{2} It might be assumed on the surface that this then solves the problem of patient control: if individuals are no longer identifiable, then the data is surely no longer ‘theirs’. This is an assumption that is, in fact, reinforced in data protection law, as data protection is only applicable to identifiable data, there are no data subject rights under data protection for data that has been de-identified. Yet the simple acceptance that anonymisation (de-identification) solves any issues that the patient might have with the creation of open datasets that are derived from patient records is problematic on a number of levels. Firstly, there is an inherent problem with assuming that data can ever be truly de-identified. It is simply not possible to make anonymity an intrinsic property within an individual level dataset. This is because identifiability is context dependent, in the sense that it depends on what other data is available to the individual seeking to make an identification. The outcome of this context-dependency is that the risks of being able to single an individual out from a dataset can never be categorically overcome. This fact will continue to ensure that some individuals will never be comfortable with their patient data being used in an open dataset even after robust de-identification processes and disclosure risk checks have been applied. The problem of anonymity is further compounded by the fact that controlling the levels of detail (the granularity) in the data is one relatively effective way to manage the risk of identification, but the irony here is that the less details are in the data, the less commercially valuable, or otherwise useful (i.e. to researchers), the dataset becomes. Keen et al (2013) suggest that it is ‘not clear’ if or how ‘the circle of data protection and commercially valuable publication can be squared’ (p.238). Secondly, following on from the points already made on anonymisation as a non-absolute, it is possible to suggest that anonymised data derived from patient records is always inextricably connected to the patient. As participants in the data, they still have a vested interest in its ongoing use. Even in the case of aggregated datasets where the focus is on group counts rather than person level data it is still plausible to argue that the patient’s rights should extend to at least being notified on when data that has been derived from their records is published, and who has used it, for what purposes. This becomes a compelling argument when it is remembered that openness, transparency and accountability are supposedly at the heart of OGD initiatives. Proponents of the OGD agenda often frame open data as a direct benefit for the citizen. As taxpayers, citizens should have access to data relating to the services that they help to pay for, to re-use with as few restrictions as possible. Yet clearly, as the discussion above begins to tease out, positing open data as a ‘citizen’s right’ can be in direct tension to the protection of the citizen’s more fundamental rights and freedoms when the data being made open derives from personal records. For these reasons alone, applying the aspirations inherent in the ‘open government agenda’ becomes rather fraught.

Given the restrictions imposed by data protection, where data must become less nuanced in order to achieve anonymity, the basic utility of the OGD agenda becomes questionable. When time and money is spent pushing out vast quantities of supposedly re-useable information, the question of who is

actually using this data, for what purposes, becomes an important one. There are examples of research from the Open Data Institute using open data released by the Health and Social Care Information Centre (HSCIC) that has been able to reveal disparities in GP prescribing patterns where GPs in some areas are prescribing high rates of patent statins instead of generic equivalents. By using this data, the research team were able to say that in 2011-2012, had every doctor prescribed the cheaper equivalents the cost would have been £200 million lower\(^1\). However, such examples of useful research outcomes from the use of open data appear to be relatively few and far between. As a general rule, quality and nuance in research are interlinked, and nuance requires the use of granular data, something that it is difficult to provide in an open data set without introducing an unacceptable risk of disclosure. Health researchers are therefore much more interested in negotiating with data providers for privileged and controlled access to either granular and/or linked data where the risk of disclosure are higher but this is counteracted by restricted access in a controlled environment. Researchers would therefore like to see a more proactive approach to the release of datasets for research use in safe haven environments and under other controlled mechanisms. Along these lines, in the UK the ESRC has funded the Administrative Data Research Network that aims to broker these access arrangements between data providers and researchers\(^4\).

**Data collection in NHS England**

In the context of NHS England the extraction of data from patient records into aggregated data sets is not a new phenomenon, although the suggestion that these datasets should then be made publicly available in an open form is. The Department of Health (and its predecessors) have long had a role in dictating what data should be compiled in relation to the provision of health care services, to be reported up the chain. Keen et al (2013) provide a brief synopsis of the history of data collection in the NHS, which will be summarised here: In the early days of the NHS, most of this data was demanded from hospitals, with relatively little from primary care settings. In the 1980s, the data collection became much more systematic and covered all parts of the NHS. The 1990s brought fundamental changes through the introduction of New Public Management Policies. These were connected to creating an ‘internal market’ within the NHS by the separation of purchasers and providers of services as a means of decentralising decision making. These new arrangements required the generation of an increasing volume of data. It is important to understand that one of the NHS’ longest running data sets, the Hospital Episodes Statistics (HES dataset), was initially created to aid the management of these new contractual arrangements across the NHS. Thus, it was created to aid decisions on payment, and therefore its coverage was directly related to fulfilling this aim. In the 2000s, there was another marked increase in the datasets NHS organisations were required to keep. Their nature and purpose varied greatly but included data on waiting times for hospital treatment, data from General Practitioners (GPs) to manage their performance in relation to national employment contracts, disease registers for diabetes
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\(^1\) See: Beggar thy neighbour; Open data and health care, *The Economist*, December 2012

\(^4\) For details on ADRN see: https://adrn.ac.uk/
and stroke, and a system for reporting adverse events to the National Patient Safety Agency (pp.230-231).

**Technology and Governance in NHS England**

As summarised by Keen et al (2013), from the 1960s when mainframe computers were first introduced in the NHS, right up until the early 2000s, the IT infrastructure across the NHS was piecemeal with little linkage between separately developed systems. Often, data required centrally by the Department of Health had to be collated manually, taken from these separately developed systems. The National Programme for IT (NPfIT), launched by Labour in 2002, sought to change this fragmentation by creating a centralised IT system. The argument for doing so was strongly made; it would enable better sharing of information across the NHS, creating a more seamless service delivery and ultimately better care. The Programme, run by Connecting for Health (the predecessor body to the HSCIC), was ambitious in its intention to computerise and centralise every aspect of services and management across the NHS. Many aspects of the Programme, including the delivery of electronic health record systems, fell into disarray due to tangled disagreements with suppliers (pp.231-232). It was officially dismantled in 2013, with major objectives unachieved and amid public criticism of management failure and cost overrun. It has been described as ‘the largest ever civilian IT project failure in human history’\(^5\). However, some parts of the envisaged centralised IT structure did come to fruition.

Significantly, the programme was sufficiently developed to enable summary data from individual systems to be passed onto “Spine,” now managed by the Health and Care Information Centre (HSCIC). This has allowed the creation of ‘summary care records’ which are held centrally and contain limited amounts of data on every individual living in England (e.g. demographic data, details about allergies, prescriptions etc) (Keen et al, 2013, p.231-232).

**The push towards Open Data**

As drawn out by Keen et al (2013), following the election of the coalition Government in 2010, in part as a reaction to the global financial downturn and the introduction of austerity measures, there has been a marked political focus on the potential to generate income from opening up public sector information. This included, in 2011, a £10 million pledge by the Government, to be delivered over five years, for the establishment of the Open Data Initiative. The Chancellor of the Exchequer gave this pledge in his Autumn 2011 statement to parliament in which he also further elaborated on the Government’s underlying justifications for pushing forward with an OGD agenda:

Making more public sector information available will help catalyse new markets and innovative products and services as well as improving standards and transparency in public services. The Government will open up access to core public data sets on transport, weather and health, including giving individuals access to their online GP records by the end of this Parliament.

In a speech in December 2011, David Cameron stated:

Now there’s something else that we are doing…and that is opening up the vast amounts of data generated in our health service. From this month huge amounts of new data are going to be released online. This is the real world evidence scientists have been crying out for and we are determined to deliver it…We’re going to consult on actually changing the NHS constitution so that the default setting is for patients’ data to be used for research unless of course they want to opt out. Now let me be clear, this does not threaten privacy, it doesn’t mean anyone can look at your health records but it does mean using anonymous data to make new medical breakthroughs and that is something that we should want to see happen right here in our country. Now the end result will be that every willing patient is a research patient; that every time you use the NHS you’re playing a part in the fight against disease at home and around the world.

What is of interest here is how the market-orientated language employed by George Osborne in his November 2011 speech as a justification for pursuing an OGD agenda is replaced in David Cameron’s December 2011 speech with a rhetoric in which the justification is based on increasing the opportunity for citizen participation. The invocation of the research-patient ‘playing a part in the fight against disease’ seeks to speak to notions of collective action and solidarity, with OGD positioned as a means of investing in the general good. Despite this glaze applied by Cameron, it is clear from George Osborne’s earlier positioning that the UK’s OGD agenda is as much connected to what Keen et al (2013) describe as “practical neo-liberalism” than it is to participatory citizenship. In “practical neo-liberalism” it is the relationship between the State and the private sector that takes precedence, and is ultimately reinforced. (p.241).

The Health and Social Care Information Centre (HSCIC)

As part of a major overhaul of the NHS, swept in through the Health and Social Care Act 2012, the Health and Social Care Information Centre was established as an arm’s-length body to the Department of Health. As the national provider of information, data and IT systems for health and social care, its role is multifaceted. In relation to data, it has statutory powers to mandate disclosures from NHS service providers. The Act also requires the HSCIC to maintain and publish a register (catalogue) of
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the data it has collected. HSCIC open data is available through a range of channels including the HSCIC’s own website and through data.gov.uk, the UK government’s portal for open data which contains nearly 25,000 data sets from all central government departments and a number of other public sector bodies and local authorities. In addition some of HSCIC’s larger open data sets can be accessed through the UK Data Archive. The HSCIC currently also produces over 250 statistical publications each year where the data is provided in formatted Excel spreadsheets as well as machine-readable comma separated values (CSV) text files. Public-facing data on NHS organisations is also made available through NHS Choices, who provide downloads as well as a syndication service. In line with published commitments set out by the Government in 2011, the following datasets are also made available by the HSCIC under the terms of the Open Government Licence⁸:

- Prescribing by GP practice
- Complaints by NHS hospital
- Data from the National Lung Cancer Audit
- Data from the National Bowel Cancer Audit
- Data from the Oesophago-gastric Cancer Audit
- Data from the Diabetes Inpatient Audit
- Data from the Head and Neck Cancer Audit

In addition, it is possible to request access to a wider range of products and services through the HSCIC’s ‘Data Access Service,’ for which charges are applied. For the purposes of this review, it is useful to distinguish this type of data access from fully open data initiatives, and to do this such data will be described as semi-open data here. This data is usually provided in pseudonymised⁹ form. Each request for data, other than for anonymous data, is evaluated by the HSCIC’s Data Access Advisory Group (DAAG)¹⁰ in the first instance, and is subject to a data sharing contract which is made up of an agreement and a license. The most commonly accessed product is the Hospital Episodes Statistics (HES) described as ‘over 1 billion records of patients attending Accident and Emergency units, admitted for treatment or attending outpatient clinics at NHS hospitals’¹¹. The datasets can be provided in a variety of different ways including via a standard extracts service which provides cumulative data on a monthly basis (on an annual subscription) from any of the main datasets. Tailored record-level extracts from the main datasets is also possible on a one-off or regular basis. Datasets can also be linked, which can include linking two or more datasets held by HSCIC as well as linking data held by

---

⁸ For a summary of HSCIC’s approach to open data see: http://www.hscic.gov.uk/transparency

⁹ Pseudonymous data is a category of data in-between identifiable and anonymous data. Pseudonymous data does not directly disclose a data subject’s identity, but it may still identify an individual by way of association with additional information. Pseudonymisation usually takes the form of replacing identifiers with a code, which is then kept separate from the data. If two datasets are pseudonymised using the same codes by a trusted third party they can then be linked, making pseudonymisation a useful tool for researchers. Under these arrangements the researcher will not have access to the key to enable re-identification.

¹⁰ For information on HSCIC’s Data Access Request Service see: http://www.hscic.gov.uk/DARS

¹¹ For definitions of HSCIC’s data products see: http://www.hscic.gov.uk/media/19239/DARS-products-and-services/pdf/DARS_Products_and_services.pdf
the customer (subject to relevant approvals). A particular secure service is provided for HES data
known as the HES Interrogation System which ‘allows registered users to securely access HES and use
it in conjunction with a wide range of analytical functions, including the ability to access, manipulate,
interrogate and then report on various full-year datasets including Admitted Patient Care, Outpatients
and Accident and Emergency’\textsuperscript{12}. The HES Interrogation system is provided through a secure portal and
allows analysis to be performed on HSCIC servers without any local network load. There is also a
patient tracking and status service where HSCIC provides the demographic status of a specific group of
(usually de-identified) patients with the ability to track them over a period of time, providing regular
updates including, where appropriate, cause of death.

Whilst this may sound as if data is easily and widely available through the HSCIC to enable its
exploitation by a wide range of interested parties, a look at the literature emanating from the health
research community highlights major problems with the control mechanisms that are in place. Far
from realising a government vision of data as a raw material that with adequate safeguards can be made
readily available to enable discovery, innovation and improvement, the research community point to
how the information governance structure employed by HSCIC continually undermines and stymies
the conduct of legitimate research. For example, Jonathan Filippon, a PhD researcher at Queen Mary
University, describes in the \textit{British Medical Journal} how time-consuming and expensive the HSCIC
access system is:

\begin{quote}
My objective was to compare treatment rates in Brazil with those in England and Scotland. Two
nations with long established public healthcare systems. Despite the large economic and
social differences between Latin America and the United Kingdom my goal was to improve
the Brazilian public health system, with a particular focus on routine data collection systems
and methods of disseminating information to inform policy makers. In May 2013 I applied to
the Information Services Division of the NHS in Scotland for some anonymised data… the
application procedure was straightforward, as was completing the mandatory online course,
and I received the patient data extract within four months. Data from Brazil were even simpler
to obtain: everything was available on the Ministry of Health's website. I analysed
anonymised patient data with information on all hospital admissions to the public system
since 2009… In the second year of my studies, in May 2014, we asked for some NHS England
data, which, since the Health and Social Care Act 2012, are controlled by the Health and
Social Care Information Centre (HSCIC)… The first surprise was that information about
public healthcare in England had to be paid for, even though the NHS is publicly funded. My
supervisor and I got an internal grant from the university, without which I could not have
afforded the £1889…. The second surprise was how long it took. By August 2014 I had still
not received any data. There was a long queue for applications to be processed: nothing
happened for more than two months. Then the committee questioned the study's aims and
\end{quote}

\textsuperscript{12} Definition given in http://www.hscic.gov.uk/media/19239/DARS-products-and-services/pdf/DARS_Prod-
ucts_and_services.pdf
objectives, on the grounds that a cross-country comparison would not benefit patients in England, and it refused to provide the data... We finally got approval after a long struggle that involved my supervisor having to write detailed notes. Then, however, the HSCIC would not supply the data extract we asked for because it was "under pressure not to release big extracts of data," even though the data were anonymised as they had been in Scotland and Brazil. We had to compromise and accept only tabulated data extracts instead of raw data, reducing the research possibilities; but the data asset owner—the person ethically responsible for keeping data under the HSCIC regulatory framework—still would not agree to release the data. Once again, the committee questioned the benefits of the study. Different HSCIC departments did not agree about the potential benefits of my research, and finally we were asked to liaise with all of the departments to ask them to come to an agreement internally. In January 2015 HSCIC finally approved the application with minor amendments, but our struggles were not over: HSCIC requires that all university computer servers comply with its "governance toolkit," a set of policy requirements. My university took two months to conform, but it still has no internal protocol for this kind of contract, and—14 months after the request and in the final year of my PhD—I am still waiting for the data to be released... So far this has taken more than 90 emails and more than 30 telephone calls, and I am still trying to resolve the issue despite my tight PhD schedule. I have had to ask for a one year extension from the Brazilian funders, at great cost to me and to them. I have heard similar stories throughout England, such as grants from the National Institute for Health Research being stopped because researchers cannot deliver the outcomes required (Filippon, 2015, p.351).

It appears from researcher accounts, such as the one above, that the information governance structure employed by the HSCIC in relation to data access requests for data that is intended to be semi-open is fundamentally flawed. Whilst questioning intentions against a ‘public interest test’, managing disclosure risk, and ensuring that the requester has adequate security systems in place to manage the data are entirely appropriate and necessary to ensure a balance between the public good of protecting data and the public good of making it available for legitimate purposes: an internal process that involves multiple committees, internal disagreements and long delays serves neither of these purposes well.

The NHS IT strategy of 2012 (The Power of Information) heralded the changes that have occurred with the establishment of HSCIC as a ‘step-change in the health and care sector’s approach to transparency, growth and open data’ (Department of Health, 2012, p.13). The strategy went on to talk in ambitious terms about proposals for the ‘release of big data,’ the ‘capture and release of My Data: provision of access to service users to their own identifiable data’ and ‘the creation of dynamic Information markets,’ much of which is yet to be realised. It focused heavily on the positives of data integration in supporting direct care, and the importance of patients increasingly being able to access their own digital records as a means of ensuring that care operates on the basis of ‘collaborative decision making’. Yet along with these aims the report also set out the goal of ‘ensuring that data from personal
records is combined and linked together with other data in a secure environment, then made anonymous and open to be used’, with the ultimate purpose that ‘information extracted directly from combined records can, in the future, replace cumbersome data collections’ (p.7). This is posited in the report as a positive step forward, since this data will be able to be used to better support ‘quality audits, improve services and guide commissioning’ as well as ‘enabling the research and life sciences community to have access to a greater wealth of information to help drive improvements in health and care’ (p.8). The model for the planned ‘ideal’ information flow given in the *Power of Information* is shown in Diagram One below. The mention of commercial access to this data, and the fact that requests can be made to access data that is not fully anonymised (if certain conditions are met) are conspicuous by their absence both in Diagram 1 and in the report more generally. In reality, despite ambitious plans to press ahead, the road to ‘open data’ across the health and care sector (undertaken largely under the auspices of the HSCIC) has been marred by controversy, as this review will unpack in due course.


The success of programmes to integrate data in the context of NHS England, and associated plans to open up this data, either under open government licence or through restricted access channels to third parties, ultimately turns on the question of public trust. The state, commercial firms, medical and health researchers, and health care professionals all have a vested interest in the project’s progression, yet without gaining the social legitimacy that it needs from the citizen/patient it cannot move forward unhindered. Simply put, this public support has not been forthcoming, and planned data initiatives, such as the ill-fated care.data scheme, have had to be put on hold.
Re-use of Public Sector Information in the EU and the UK

Within the EU, the key piece of legislation on the re-use of public sector information is still the European Directive 2013/37/EU. This has been transposed, in the English context, into the Re-use of Public Sector Information Regulations 2015 (SI 2015 No. 1415). The National Archives have been responsible for this transposition and are the principal body offering guidance on its implementation. This guidance (which covers all aspects of implementation including best practice on standard licences, datasets and charging for re-use) is in line with the equivalent European Commission publication (European Commission, 2014). As drawn out by Janssen (2011), ‘documents holding personal data are not as such excluded from re-use under the PSI directive, but such re-use has to be in line with the EU and national rules on the processing of personal data’ (p. 446). This means that data may be derived from medical records or from patient interactions with services and made available for re-use as long as disclosure risk is effectively safeguarded through robust anonymisation.

The United Kingdom was one of only four countries in Europe that transposed the original 2003 European PSI Directive before the deadline of 1 July 2005, alongside Denmark, France and Northern Ireland. This was in stark contrast to Austria, Belgium, Luxembourg, and Spain, who were convicted by the European Court of Justice for non-transposition of the PSI directive, and Sweden, Poland and Italy, against whom the European Commission launched proceedings due to poor transposition of the Directive into national law (Janssen, 2011, p. 449).

The United Kingdom met the deadline due to its proactive approach, not only to the Directive’s transposition, but also to its implementation. The government proactively established the Office of Public Sector Information (OPSI) in 2005 to lead on the transposition of the directive and advise on regulatory issues and operational procedures surrounding re-use. Following transposition, OPSI took a leading role in the provision of guidance; it managed the Information Fair Trader Scheme that endorses good practice in information trading by public sector data providers; and it investigated complaints under the PSI regulations 2005. It also provided an on-line licensing system and was responsible for the Government’s own Information Asset Register. An Advisory Panel on Public Sector Information (APPSI) comprising representatives of public sector data providers as well as consumers of PSI from both academia and industry supported OPSI in the fulfilment of its role. OPSI came to an end in 2010 when its functions were absorbed and taken forward by the National Archives. Alongside the proactive role being taken by OPSI, in the summer of 2009 the British Prime Minister at the time, Gordon Brown, appointed Sir Tim Berners-Lee and Professor Nigel Shadbolt as advisors to the Cabinet Office for opening up public sector data, ensuring that open data remained firmly at the forefront of the agenda (Janssen, 2011, p.451). In January 2010, the web portal data.gov.uk was launched to provide a single access point to open data varying from information about house prices, school locations, and tax receipts, to commuting statistics and public transport routes and timetables (Janssen, 2011, p. 451).
Information from health and social care is included via the HSCIC and includes information on GP prescribing and statistics from cancer audits (see page 9 for the full description). Nevertheless, the question as to how demand-driven data.gov.uk really is, and whether it does in fact have a considerable contribution to make to innovation, are still open questions. After the elections in May 2010 the new coalition kept the momentum around open data and re-use going by establishing the Public Transparency Board to oversee the implementation of the new government’s transparency commitments. These commitments include the publication of contracts and spending of central and local government, and other key government data such as crime data, as well as names and pay rates of senior civil servants (Janssen, 2011, p. 451). The UK push towards open data and re-use has finally been cemented by the introduction of a ‘right to data’ by the Protection of Freedoms Bill, amending the Freedom of Information Act, 2000, to include an obligation for public bodies to publish datasets available for re-use in a re-usable format either in response to a request or through their publication schemes (Janssen, 2011, p. 451).

As explained in the TNA guidance (2015a), the UK PSI Regulations 2005 are designed to:

- encourage the proactive publication of information that is easy to re-use
- enforce mandatory re-use permission for all information produced, held or disseminated within the course of a public task unless re-use is otherwise restricted or excluded (with some exceptions for the cultural sector)
- ensure the easy identification of public sector information that is available for re-use
- ensure the transparency of terms, conditions and licences
- make the availability of public sector information for re-use at marginal cost the default
- ensure clarity of any charges to be made for re-use (with explanation of the basis of the charge)
- ensure the use of standard licences that are as non-restrictive as possible, including through the Open Government Licence (OGL) for information for which no charge is made
- make the processing of requests for re-use timely, open and transparent
- ensure an accessible complaints process is in place with escalation to an authoritative body to make binding decisions
- ensure the retention of protection over personal data

The key changes from the earlier 2005 regulations around re-use are that:

- the cultural sector is now in scope (with the exclusion of performing arts): this affects libraries (including university libraries), museums and archives
- there is an obligation (rather than an encouragement) to allow re-use of most public sector
information. This is optional for cultural bodies unless the information is already available for re-use. When the cultural sector determines whether information is available for re-use and therefore carries this obligation, it must be remembered that non-published material can be considered available when it is used internally in a standardised form

- marginal cost pricing is the default (with certain exceptions)
- standard licensing is required; licences should be as non-restrictive as possible
- If a complaint cannot be resolved by a public sector body’s internal system, it may be escalated to the Information Commissioner’s Office —which can make binding decisions on most issues— and potentially to the First-Tier Tribunal for Information Rights

In relation to the forms of information that are in scope of the regulation, the guidance specifies:

Any information (content) whatever its medium (form) – including print, digital or electronic, and sound recordings – produced, held or disseminated by a public sector body is considered public sector information. This includes an enormous range: corporate information such as reports and financial data, codes of practices, public records, statistics, still and moving images, press releases, publication schemes, and so on.

If a public sector body holds the copyright for information it produces, holds or disseminates within its public task, then that information is in scope of the 2015 Regulations (TNA, 2015a, p.7).

The key activities recommended by the TNA (2015b) to ensure compliance are:

- Identify the benefits of re-use and transparency, the scope of the public task undertaken by the body, and the scope of public sector information available for re-use, and details of how the public body demonstrates compliance
- Publicise the definition of public task (i.e. whether it is statutory or by common administrative purpose)
- Create a statement of re-use to help users know what is available and what conditions apply (this should be aligned to the public task)
- Create (or update) a third-party intellectual property register including contact details of third-party rights holders where known
- Plan to make information and metadata open and machine readable wherever possible
- Offer open licences where possible, and make other licences as unrestrictive as possible. The Open Government License is preferred
- Offer information at marginal cost, and for free where possible
- Create or update internal complaints procedures
• Create a re-use team so that aspects of re-use can be managed effectively
• Ensure compliance with the Local Government Transparency Code (where applicable), the Data Protection Act and other related legislation
• Determine how compliance can be demonstrated

The intention behind the EU Directive, which is carried through into the Regulations, is to remove as may barriers to re-use as possible. As drawn out by Janssen (2011) in its 2010 Digital Agenda, the European Commission ‘emphasised the importance of the availability of public sector data for stimulating markets for online content’ (Janssen 2011, p.446). In its Introductory Guide to the Amended PSI Directive, the TNA also connects the ethos of the Directive to the delivery of economic benefits and employment opportunities across Europe through the development of a ‘thriving information industry’. Janssen (2011) describes the PSI directive ‘as a direct result of the European Commission’s concern about the underdevelopment of the European information market and its inability to compete with the United States’, a concern fuelled by the Commission’s view that federal level data was widely available across the US at low cost (p.447). The purpose of the Directive was therefore two fold: ‘on the one hand, enabling the availability of public sector data to third parties at low prices and unrestrictive conditions, and on the other hand, ensuring a level playing field between public bodies that operate in the information market in competition with the private information industry’ (Janssen, 2011, p.447). In relation to exploitation of commercial value, the push towards openness at no (or marginal) cost effectively prevents the public sector itself from profiting form the information industry that it feeds. The promotion of openness necessarily entails a loss of control, and the negative implications are therefore felt by those who profited from the control mechanisms that were originally in place. The PSI Directive attempts to ‘level the playing field’ are actually designed to ensure that the private sector is not at a disadvantage to the public sector. As ‘public sector information is often a monopoly asset for the public sector body that produces it, maintaining a level playing field among the different private sector users on the one hand, and between the public sector data provider and its customers on the other hand can be a challenge’ (Janssen, 2011, p.448). Janssen (2011) summarises how the directive is designed to prevent public sector bodies from locking ‘their data in exclusive deals with one private company or to maximise short term revenues by abusing their market power as monopolists’ (p.448). The directive is also designed to mitigate any ‘risk that public sector bodies fund (part of) their market activities with public tax money in order to keep their market prices low, and in this way use cross-subsidisation to distort the market (p. 448). Therefore, ‘the directive seeks to mandate that any conditions for the re-use of public sector information have to be non-discriminatory for comparable categories of re-use’ (p. 448). As drawn out by Janssen (2011), the PSI Directive also addresses the commercial use of public sector data by public sector bodies themselves:

If these bodies ‘provide added-value information products or services on the market based on their own data, they have to apply the same conditions and charges to their own re-use as to
their private sector competitors. This may require the public sector body in question to have separate accounts or even separate its commercial activities from its public task activities in a different legal entity. Under the directive, public sector bodies are no longer allowed to conclude exclusive agreements. Re-use of public sector information has to be open to all potential actors in the market. An exception is made when exclusive rights are necessary for the provision of a service in the public interest (p. 448).

This reinforces the point that ‘openness’ is not wholly ‘good’ for all sections of society, all of the time. It is argued by those who see OGD as a form of neo-liberalism (Bates, 2012) that the private sector stands to benefit over and above both the citizen and the public sector. In regards to the citizen, commercial exploitation raises strongly felt privacy and security concerns. Can the private sector be trusted to act in the citizen’s best interest? Rumours that the insurance industry may have used data released by the HSCIC’s predecessor body to fix the costs of insurance provides plenty of fodder for the notion that the citizen and the private sector often have competing interests, with OGD placing the balance most firmly in the hands of the latter.¹³

¹³ For information on Parliamentary Health Committee enquiries into handling of NHS Patient Data including alleged misuse by the insurance industry see: http://www.parliament.uk/business/committees/committees-a-z/commons-select/health-committee/inquiries/parliament-2010/cdd-2014/
Data Protection in the UK and Europe

The development of data protection legislation across Europe is a complex picture involving the interplay of national approaches and legal systems, with tangential developments at a European level. Out of this complexity, several writers have sought to categorise the history of data protection legislation into distinct waves (Jori, 2007a; Mayor-Schönberger, 1997). The selective account provided here, which focuses on German, Swedish, French and UK contexts, will draw on the ‘three-waves’ framework provided by Jori (2007a). ‘First-wave’ data protection begins with the earliest instances in the 1970s, where the initial focus was on controlling and regulating the use of technology. In this phase it is possible to trace the emergence of the assertion of data subject rights, and thus the beginnings of a ‘rights-based’ focus for the concept of data protection. ‘Second-wave’ data protection law can be characterised by the further embedding and development of a ‘rights-based’ approach, commonly attributed to a landmark German Constitutional Court ruling in 1983 that cemented the concept of ‘informational self-determination’ as a doctrinal cornerstone in understandings of data protection. ‘Third-wave’ data protection law, in the wake of the 1995 European Directive, marks the continued adherence to a rights-based approach alongside an acceptance of the need for specific sectorial regulation and codes of conduct. A natural extension to Jori’s framework would be to see the introduction of the General Data Protection Regulation (GDPR) at the European level as a ‘fourth wave’. A close examination of this ‘fourth-wave’, and particularly its implications for medical and health data, is a major focus of this review. To contextualise this within the broader trajectory of developments across Europe, a brief account of the earlier legislative waves is provided here.

Historical background to data protection in Europe

First-wave data protection

In the context of the EU, the earliest developments in data protection law can be traced to the 1970s. These first generation laws are generally characterised in the literature as being a direct response to the technological advancements that had occurred throughout the 1970s, particularly in relation to the development of large-scale computerised systems that were enabling centralised and automated state control over information on the individual citizen (Jori, 2007, Mayer-Schönberger 1997). The very first data protection law, not just in a European context but anywhere in the world, was passed by the German Province of Hesse in 1970, with Sweden leading the way in passing the first national law in 1973.

In keeping with the general trend identified across first-generation data protection laws, the Hesse Act was directly connected to disputes around the procurement, distribution and use of large-scale computer systems in the performance of bureaucratic and administrative functions. It arose from the
context of a multi-faceted power conflict between the local community and the state administration; the legislature and the executive; and the citizen and the state. The thrust of the legislation was to regulate the use of the emerging large-scale computer systems to settle the issues around who could control the systems, and decide what programs to run on them. However, within the dispute, concerns around the confidentiality of the personal information being stored in the contested large-scale computerised record-keeping systems were actively voiced. Burkert (1999) argues that it was the addressing of the confidentiality of citizen data in the resulting Hesse Act that ‘set a legislative program into motion’ in which a right to confidentiality by default in relation to personal data was first enshrined (p.45).

The confidentiality clauses contained in the Hesse Act were not particularly substantial or robust. Confidentiality was established as a default, but the exemptions to the rule included ‘if processing is necessary’, rendering confidentiality by default difficult to establish in any circumstance. Leaving the limitations aside, the foundational status of the Act in relation to future data protection legislation in Europe is indicated by the fact that it was the first time that the term "Datenschutzgesetz" (literally translated as "Data Protection Act") had been used in law. Therefore, it was the instigator of the misnomer that has persisted today where ‘data protection’ is about the protection of the rights of the data subject rather than the protection of the data itself (Burkert, 1999, p.46). Arguably of greater significance are the Act’s fundamental presumptions, which have become foundational for European data protection law: the negative default rule, where the processing of personal data is recognised as an interference with or a compromise of confidentiality that requires legitimisation; the acceptance that the data subject has rights and that access by the data subject needs no justification; and the requirement to establish a privacy protection institution and take an omnibus approach to regulating the application of data protection are all principles embodied in the Hesse Act which can be traced forward through subsequent European legislative developments (Burkert, 1999, p.46).

The Swedish national data protection law of 1973 must also be considered in relation to its influence over future European legislation. Sweden was the first of the Scandinavian countries to introduce legislation. Denmark and Norway followed suit by introducing laws that came into force in 1978 and 1979 respectively, with Finland as a relative latecomer in 1988 (Burkert, 1999: 48). Swedish concerns over automated data and information management processes were somewhat unique in that they revolved around the Swedish national personal identification number system. This system had already been well established as an administrative tool, in operation since the 1940s. In the computerised landscape that was emerging in the 1960s, it was beginning to be realised that the personal identifier had the potential to have a vastly expanded role in pulling together administrative data in automated contexts and could serve ‘as an integrator’ for citizen information still held in ‘largely decentralized files’ (Burkert, 1999, p.48). Since Sweden was also ‘the most computerized country in the world (on a pro capita basis)’ (Burkert, 1999, p.48), the issue of how to introduce some controls around the potential integration of computerised citizen data gained a particular level of urgency. Data security issues connected to integration were actually at the forefront of Swedish data protection discussions, as it was felt that the centralisation of registers would leave Sweden open to data breaches by foreign powers,
with the potential to compromise Swedish neutrality. Against this backdrop of Swedish concerns, the resulting law introduced a concept that has been taken up subsequently in various national data protection regimes. Although not prevalent or favoured in a German context at a Federal level, the Swedish legislation enshrined the principle of a central register for personal data processing, established to serve the dual function of being open to public scrutiny, as well as operating as an enforcement tool for data protection agencies (Burkert, 1999, p.48).

Data protection laws emerging in the latter half of the 1970s are characterised by a move away from the regulation and control of technology towards an increasing focus on establishing data subject rights. Of note here is the French context, where the establishment of data protection law was specifically fashioned against the backdrop of a public outcry over revelations of several secretive Government projects to pool citizen information in large-scale databanks. One of these databanks, GAIMIN (Gestion automatisée de la medicine infantile), was developed to process and track personal information on children, from birth through schooling, with the intention of identifying and following 'problematic' citizens (Burkert, 1999:50). Post World War 2, the symbolic context of the databank was dramatically emphasised in the French press and, in the wake of this scandal, the French Data Protection Bill was developed in 1978, coming into force in 1980 (Burkert, 1999: 50). Drawing on the example set by Sweden, the French law also enshrined the role of registration into the administration of data protection to be overseen by the Commission Nationale de l’Information et des Libertés (CNIL). The CNIL was also given a unique advisory role in relation to the design of data systems. The French law is notable as a pro-active response to citizen concerns over state surveillance techniques, branded in the French media as mechanisms for ‘chasing French citizens’ (Burkert, 1999, p.55). The French bill is also notable for the impact it had on the development of data protection law in other French-speaking and Latin countries, notably Luxembourg, Belgium, Spain and Portugal (Burkert 1999, p.50).

**Second-wave data protection**

In a German context, the introduction of the Federal Data Protection Law in 1976, covering both the public and the private sector, was also undertaken against a backdrop of concerns over government plans to introduce a personal identifier as a coordinating mechanism for pooling citizen data. Earlier attempts to draft a Federal law that would regulate both the public and the private sector had stalled due to heavy criticism from the private sector. However, efforts were renewed in the light of moves by the Federal Government to introduce a personal identifier to co-ordinate the States’ population registers. The Legal Committee of the Federal Parliament refused to pass the legislation enabling the introduction of the identification number without Federal data protection legislation in place. The resulting Federal Law introduced the concept of “informational self-determination” as a means of underpinning data subject rights (Burkert, 1999, p.49). In 1983, six years after the Federal Law was passed, a landmark Constitutional Court ruling relating to the Census Act passed earlier in the same year, cemented acceptance of the new Federal legislation. The Court’s decision, which halted 300 million deutschmarks of administrative investment by ruling that that some provisions in the Census
Act were unconstitutional, had a profound impact (Burkert, 1999: 54). Jori (2007b) draws on Mayer-Schönberger to suggest that the decision’s philosophy can be traced in the 1986 Amendment to the German Federal Data Protection Act, as well as in the Norwegian, Finnish and Dutch Acts, and the 1992 Hungarian Act (which was based on a decision of the Hungarian Constitutional Court, phrased in the wake of the German decision). Jori (2007b) also quotes Mayer-Schönberger to suggest that the shift between first and second-generation data protection can be summarised as an understanding that automation, with the introduction of the PC and networked computing, had permeated society to such an extent that regulating the spread of technological systems for data processing was no longer a feasible approach. Instead, principles for processing must be laid down, extending from the establishment of data subject rights. The thrust of the German approach to data protection therefore lay in developing a doctrine around the notion of ‘informational self-determination’: that as a social being an individual cannot avoid being the subject of data processing, but has the right to know and make decisions on that processing. Limitations on that right can only be accepted in cases of compelling public interest, and where clarity and proportionality is maintained. The German Constitutional Court ruling therefore established a series of data protection principles (purpose specification and limitation, correctness, timeliness); derived rights (access, rectification); derived controller obligations (fair and lawful obtaining of data, data minimisation, destruction when purpose fulfilled); and independent safeguards (overseeing institution) which can be seen echoed in the 1995 European Directive (Hornung and Schnabel 2009, p.87, Burkert, 1999, p.54).

Within this wave of second-generation data protection both the Netherlands and the United Kingdom are present as cautious adopters of data protection as law (Burkert 1999: 50). After a lengthy deliberation, the Netherlands national law finally came into force in 1990. The thrust of the approach was arguably more closely aligned to US traditions in its emphasis on the role of sector and self-regulation as a means of enforcement. Significantly, the Netherlands introduced “codes of conduct” as part of the regulatory regime. In the context of the UK, despite having passed a private members’ bill on data surveillance as early as 1969, it wasn’t until the ‘Swedish incident’, when Sweden threatened to restrict the export of personal data to the UK on the basis of inadequate data protection, that drafting legislation was seen as necessary. This necessity was compounded by the view taken at the time by the Council of Europe, who were moving towards legitimising the restriction of data in Europe on the basis of inadequate protection (Burkert 1999, p.51). The motivation behind the UK law, which was introduced in 1984, was therefore economic, and the thrust of the UK approach is frequently described as being ‘trade-orientated’ (Burkert 1999, p.51). Thatcherism dictated that the regulation of data protection should be a self-financing initiative, and accordingly in the UK context the need for registration, enshrined in the Swedish and French approaches to data protection, was developed into a mechanism for collecting fees that would support the role of the Information Commissioner in monitoring and enforcing good practice. The collection of fees on registration provided economic support for the scheme, and arguably also transformed the weight of the legislation into a more effective instrument (Burkert 1999: 55).
**Third-wave data protection**

With the introduction of piecemeal national legislation across Europe, it was inevitable that difficulties in the trans-border flow of information would lead to work on harmonisation. Third generation data protection in Europe was characterised by the introduction of the European Directive and national attempts to reconcile existing laws with the Europe-wide approach.

Early attempts to consolidate data protection through international and transnational guidelines came to fruition in the early 1980s through the respective work of the Council of Europe and the Organization for Economic Cooperation and Development (OECD). The latter of which drew an International membership including the USA. The international membership of the latter included the USA. Arguably, the European Council’s text held greater influence, since, if ratified by members states, it would naturally lead to the adaptation of laws. The OECD instrument, on the other hand, was purely a statement of principles (Burkert, 1999, p.52), but was nevertheless important as the ‘common denominator’ between Europe and the USA (Jori, 2007a).

The Council of Europe passed two resolutions relating to privacy in 1973 and began working on a special convention in relation to automated processing. The text of the European Council Convention for the Protection of Individuals with regard to Automated Processing of Personal Data was finalised in 1981. It was initially hoped that the convention would be sufficient in solving the issues of trans-border information flow. A year after the publication of the convention, the European Commission issued a recommendation to member states to adopt the convention. However, increasing threats of interrupted data flows between Sweden and the UK, and in a later case, between France and Italy, highlighted the inadequacy of the Convention in solving the issue, and this prompted the Commission to act on European Parliament advice and begin the process of developing a Directive. Not all members were in support of this development. Great Britain, for example, was explicitly against union-level data protection legislation (Burkert, 1999, p.52).

In 1995, in recognition of both the differences in the levels of protection in each of its Member States, and the inadequacy of the law, the European Union passed a Europe-wide directive (95/46/E) to provide its citizens with a wider range of protections over abuses of their data. The directive on the *Protection of individuals with regard to the processing of personal data and on the free movement of such data* did not have regulatory power in itself, but was intended to set a clear benchmark for national law. Under the directive, each EU State was obligated to pass national legislation in order to implement the directive by October 1998. Member States such as Italy and Greece, who had taken a ‘wait and see’ approach to data protection, were in the somewhat fortunate position of being able to shape their national legislation directly around the Directive. For most other members, new national law was required, and in the UK context, a new Data Protection Act was introduced in 1998, in direct response to the EU Directive.

Jori (2007a) suggests that the European Directive’s international impact was far-reaching, with influence over the development of legislation in South America as well as New Zealand, Hong Kong,
and Canada. Thus, a certain level of convergence in data protection approaches and legislation can be attributed to its arrival. However, a significant exception to this harmonisation remained in the form of the USA.

The UK Data Protection Act 1998: Implications for processing medical records and patient data

The UK Data Protection Act 1998 (DPA), was drafted in line with the European Data Protection Directive, 1995. It outlines the principles through which personal data can be collected, processed, maintained and disposed of in order for these actions to be considered lawful, fair and proportionate. In an English context, the DPA is just one piece of a complex legal and regulatory environment for the processing of medical records and patient data. The wider legislative and regulatory web is made up of national and transnational legislation, official policy, and professional guidance, supplemented by research governance frameworks under which a variety of research ethics committees operate at a variety of different levels. In relation to the legislative framework, the key reference points for those working with patient data in England other than the DPA are: the Human Rights Act 1998, the common law duty of confidence, the NHS Act 2006 as the parent act to the Health Service (Control of Patient Information) Regulations 2002, the Health and Social Care Act 2012 and the Care Act 2014. This wider legislative framework will be elucidated in the course of this review, but the focus in this section is on the DPA and its implications for the processing of medical records and patient data for secondary research purposes.

In line with the European Data Directive, the applicability of the DPA hinges on its definition of ‘personal data’. This is defined as ‘data which relates to a living individual who can be identified – a) from those data, or b) from those data and other information which is in the possession of, or is likely to come into the possession of, the data controller’ (Section 1 (1)). The Act also defines ‘sensitive personal data’ as a specific kind of ‘personal data’ to which stricter controls need to be applied. Sensitive data includes, amongst other categories, data about a person’s ‘physical or mental health or condition’ and ‘sexual life’ (Section 2 (e)). Therefore medical records and patient data are considered under the Act to be both ‘personal’ and ‘sensitive’. The fair and lawful processing of sensitive personal data requires compliance with the eight general principles of the DPA. These are designed to ensure that personal data is:

(1) processed ‘fairly and lawfully’
(2) obtained only for one or more specified and lawful purposes, and not further processed in any manner incompatible with that purpose or those purposes
(3) adequate, relevant and not excessive in relation to the purpose or purposes for which they are processed
(4) accurate and, where necessary, kept up to date
(5) not kept for longer than is necessary for that purpose or those purposes
(6) processed in accordance with the rights of data subjects provided for under the Act
(7) protected by appropriate technical and organisational measures against unauthorised or unlawful processing and against accidental loss, destruction, or damage
(8) not transferred to a country or territory outside the European Economic Area unless that country or territory ensures an adequate level of data protection

The first principle requires that processing of sensitive personal data must meet at least one of the conditions for ‘fair and lawful processing’ set out in Schedule 2 of the Act and at least one of the conditions in Schedule 3 of the Act. Schedule 2 of the Act permits processing of information under four main conditions:

1. Where consent has been obtained
2. If processing is in the vital interests of the data subject
3. If processing is “necessary for the exercise of... functions of a public nature exercised in the public interest by any person”
4. If the processing is necessary for the purposes of legitimate interests pursued by the data controller or by the third party or parties to whom the data are disclosed.

Schedule 3 of the Act specifies the further conditions under which sensitive personal data can be processed. The three relevant in the context of justifying processing of sensitive personal data in relation to medical records and patient data can be summarised as:

1. Where explicit consent has been obtained
2. The processing is necessary to protect the vital interests of the individual (in a case where the individual’s consent cannot be given or reasonably obtained), or another person (in a case where the individual’s consent has been unreasonably withheld).
3. If processing is necessary for medical purposes and is undertaken by a health professional, or equivalent other professional who owes a duty of confidentiality with regard to patient information

In relation to processing medical records and patient data to support direct care, the ‘vital interests’ condition ensures that in emergency care situations, medical and health professionals can proceed to give treatment without the need to gain explicit consent.

*Secondary processing for health research: with or without consent?*

One of the key questions for researchers who seek to process medical records and patient data for
secondary research purposes has been whether, and on what grounds, the DPA makes it possible to conduct such research without explicit consent from the data subjects. There has been much discussion around this issue in the health and medical literature. The case for legitimising the possibility of conducting secondary research on sensitive personal data without explicit consent has been made on a variety of grounds, depending on the specificities of the context, but the argument can be grouped around three scenarios commonly presented in the literature: (1) contexts in which gaining explicit consent for secondary processing is either impossible or impractical; (2) contexts in which asking for consent would likely introduce an unacceptable bias into research findings or otherwise affect the quality of the research; and (3) contexts in which asking for consent may result in undue distress to the data subject (Academy of Medical Sciences, 2011, p.57; Forgo, 2015, p.58).

Determining whether or not such arguments are legitimate is not the focus here. Instead, the focus is on determining the extent to which the DPA enables this type of processing. Principle One of the DPA on ‘fair and lawful processing’ sets out the conditions for the processing of ‘sensitive personal data’ as outlined above, and is therefore a key part of the puzzle. However, all of the data protection principles need to be considered collectively rather than in isolation and, therefore, other DPA principles also have a role in determining the boundaries of what is and is not acceptable. Significantly, in relation to a consideration of processing for secondary research purposes, researchers must take heed of the second principle of the DPA which specifies that ‘[p]ersonal data shall be obtained only for one or more specified and lawful purposes, and shall not be further processed in any manner incompatible with that purpose or those purposes.’ A question therefore opens up here as to whether further processing for research purposes can be viewed as compatible with the original purpose of the data collection. This is dealt with by Section 33 (2) of the Act which specifies that processing for ‘research purposes’ should not be interpreted as incompatible with the original purpose. The outcome of the application of this is that, as long as the ‘relevant conditions’ also specified in Section 33 (2) are met, then conducting secondary research without consent is possible without breaching Principle Two.

However, a potential difficulty lies in the fact that Section 33 (2) defines research purposes rather narrowly as research that is for ‘statistical or historical purposes’. This leaves health related research in a potentially ambiguous position as “statistical or historical purposes” is not ideal terminology for covering all types of health research. Furthermore, while the so-called Section 33 ‘research exemption’ provides a qualified exemption from the second (and fifth, while further modifying the sixth) data protection principles, the other principles still remain applicable and must be taken into account when considering whether it is possible to proceed without consent. Given these complexities, it is not surprising that health researchers have (particularly when the Act first came into force) bemoaned the difficulties of interpreting what they can and cannot legitimately do in relation to the processing of identifiable patient data under the DPA (Boyd, 2003). Several authors argue that the complexity of the DPA has directly contributed to the development of a dominant ‘consent or anonymise’ interpretation.

---

14 The relevant conditions are, ‘(a) that the data are not processed to support measures or decisions with respect to particular individuals, and (b) that the data are not processed in such a way that substantial damage or substantial distress is, or is likely to be, caused to any data subject’ Data Protection Act 1998, Section 33(1)’
of the legal framework surrounding medical and health research (Al-Shahi and Warlow, 2000; Clarke and Weale, 2011, Academy of Medical Sciences, 2006; Haynes et al, 2007). Given that this is the case it will be useful here to look at the data protection principles, in particular Principle One, to consider the ways in which it is in fact possible to justify (under the DPA) the processing of sensitive personal data for secondary medical and health research purposes without explicit consent.

As stated above, under Principle One of the DPA, the processing of sensitive personal data must meet at least one of the conditions for ‘fair and lawful processing’ set out in Schedule 2 of the Act and at least one of the conditions in Schedule 3 of the Act. Guidance issued by the ICO for health researchers which appeared shortly after the Act came into force sought to make it clear that a Schedule 2 condition can be satisfied by demonstrating that the processing is necessary for the ‘exercise of any function of a public nature exercised in the public interest by any person’ (5(d), or if it is in the legitimate interest of the data controller (5(e)). In relation to fulfilling the additional requirements for sensitive personal data outlined in Schedule 3, obtaining ‘explicit’ consent is only one of the possible conditions under which processing can be justified. Schedule 3 can also be satisfied by demonstrating that the processing is necessary for medical purposes and is undertaken by a health care professional or person owing an equivalent duty of confidence (8 (1) and (2)). The position from the ICO articulated at the time when the Act came into force was relatively clear – that Schedule 2 and 3 combine in such a way that gaining explicit consent for the secondary processing of sensitive personal data for health and medical research is not the only means of satisfying the requirements of fair and lawful processing (see Boyd, 2003: 253).

Despite the reassuring position adopted by the ICO, the straightforwardness of relying on the ‘medical purposes’ condition for processing sensitive personal data under Schedule 3, as opposed to ‘explicit consent,’ is somewhat complicated by the fact that ‘necessary for medical purposes’ is open to interpretation. ‘Medical purposes’ are defined in the Act to include ‘preventive medicine, medical diagnosis, medical research, the provision of care and treatment and the management of health care services’ (Schedule 3, 8 (1) and 8 (2)). The explicit inclusion of ‘medical research’ under ‘medical purposes’ is therefore significant, although clarification is somewhat lost by the fact that ‘medical research’ is not in itself defined. Similarly, what the term ‘necessary’ means in the phrase ‘processing is necessary for medical purposes’ is also left unspecified. The Article 29 Working Party (an independent EU advisory body on data protection) have suggested that relying on the equivalent condition in Article 8 (3) of the European Directive as legitimation for the processing of personal sensitive data is only applicable in relation to activities that are required for the direct provision of services, and that this does not include medical research, even in the areas of public health and social protection. Furthermore, the Working Party has stated that ‘the processing of personal data on grounds of medical purposes must be ‘required’ for the purposes of provision of services, and not merely ‘useful’’ (Article 29 Data Protection Working Party, 2007: pp10–12 in Clark & Weale, 2011:11)15.

---

15 According to the Article 29 Working Party: This derogation only covers processing of personal data for the specific purpose
Here we come to an important distinction between the wording of Article 8 (3) in the European Directive and its transposition into Schedule 3 of the DPA. Article 8 (3) does not include ‘medical research’ within its definition of medical purposes, whereas Schedule 3 of the DPA does\(^\text{16}\). It must be remembered here that the EU Data Protection Directive provides for derogation to the rules for the processing of sensitive data. This provision for derogation is expanded on in the EU Data Protection Directive, which states that ‘Member States must also be authorized, when justified by grounds of important public interest, to derogate from the prohibition on processing sensitive categories of data where important reasons of public interest so justify in areas such as public health and social protection…scientific research and government statistics’ (EU Data Protection Directive 95/46/EC, Recital 34). In the UK, derogations were introduced in the form of The Data Protection (Processing of Sensitive Personal Data) Order 2000. This provides for a number of scenarios in which the processing of sensitive data can proceed without specific consent, but these are focused on detecting crime and protecting the public from malpractice. Medical and health research is not covered in the order. Analysis of the debate in the House of Lords provides the key to understanding why this is the case. It was clearly felt that use of Schedule 3’s ‘medical purposes,’ which includes ‘research’ within the condition, already provided sufficient coverage for enabling medical and health research in the public interest to proceed without the need for explicit consent. This is summed up by the Lord Chancellor, who stated in the House of Lords (in the year 2000) that:

The 1998 Act allows medical data to be used for any medical research purpose without the need for consent of individuals. It is not necessary to define the term “medical research” nor to make specific provision for it to include the monitoring of public health, which for these purposes is regarded as medical research.\(^\text{17}\)

As highlighted by Clark and Weale (2011), the other potentially problematic aspect of relying on the ‘medical purposes’ condition in Schedule 3 of the DPA is that it specifies that a ‘health professional’ or ‘a person who owes an equivalent duty of confidentiality’\(^\text{18}\) must undertake the processing in order to qualify. Relying on the ‘medical purposes’ condition is therefore relatively ambiguous in cases when

\(^{16}\) Article 8 (3) of the European Directive allows for the processing of sensitive personal data under three cumulative conditions: the processing of sensitive personal data must be “required”, and this processing takes place “for the purposes of preventive medicine, medical diagnosis, the provision of care or treatment or the management of health-care services” and the personal data in question “are processed by a health professional subject under national law or rules established by national competent bodies to the obligation of professional secrecy or by another person also subject to an equivalent obligation of secrecy.”


\(^{18}\) This is inline with the third condition under Article 8 (3) of the European Data Directive which specifies that the processing of sensitive personal data under the ‘medical purposes’ must be performed by medical or other staff subject to professional (medical) secrecy or an equivalent obligation to secrecy.
researchers are not also medical professionals (p. 12). However, it has been argued by the Academy of Medical Sciences (2006, p.25) that almost all researchers employed by institutions are under obligations of confidentiality because of the legal principles within the common law of confidentiality. Research contracts typically include clauses that make misuse of confidential information a cause for disciplinary proceedings to reflect these obligations. As such, therefore all researchers are bound by the duty of confidentiality held by a health professional. Therefore, in their opinion, this renders the ‘health professional’ distinction an unhelpful misnomer (Academy of Medical Sciences, 2006: p. 25 in Clark and Weale, 2011, p.12).

What this amounts to is that the Data Protection Act does envisage and enable circumstances in which patient data may be accessed and used for medical research without explicit consent or full anonymisation through Schedule 3’s ‘medical purposes’ condition. However, because ‘necessary for medical purposes’ is open to interpretation, it does not offer a straightforward blanket coverage, particularly when the broader European perspective is taken into account, in which the definition of ‘necessary for medical purposes’ is more tightly defined. In relation to cases where the researcher is not also a health professional, the application of the condition is further open to question. As pointed out by Iversen and Hotopf (2006), relevant case law to offer clarification on these issues is distinctly lacking, but in their opinion ‘although the courts have not given an authoritative statement related to medical research, previous judgments suggest they would interpret current law as supporting large epidemiological studies that require record linkage, access to cancer registries, or data on names and addresses in order to identify potential participants’ as contexts in which it is possible to proceed fairly and lawfully without consent (p.165). However, given the ambiguities, the emergence of a dominant ‘consent or anonymise’ culture, as a means of advocating for the safest option, becomes understandable.

The ongoing requirement to notify?

Confusion amongst medical and health researchers also arises in relation to processing for secondary purposes under the DPA in relation to the requirement to notify individuals, in order to provide them with information on any proposed processing. This is fundamentally different to the issue of consent. As already established in the above discussion, the second data protection principle states that ‘personal data shall be obtained for one or more specified and lawful purpose, and shall not be further processed in a means incompatible with that purpose or those purposes. However, Section 33 (2) provides an exemption for ‘research’ that effectively enables the research to be viewed as compatible with the original purpose and therefore proceed even if it was not notified to the data subject. Despite this, in applying the Section 33 (2) exemption, the first data protection principle around fair and lawful processing must still be upheld. As drawn out by Taylor (2011) the DPA states that:

Determining the purposes of the first principle whether personal data are processed fairly, regard is to be had to the method by which they are obtained, including in particular whether
any person from who they are obtained is deceived or misled as to the purposes for which they are to be processed (Schedule 1, Part 2, s 1(1)).

This is not overridden by the ‘research exemption’ and, therefore, it has been argued that in order to avoid deception, notification of intention to process is still required (Taylor, 2011, p. 65). The European Data Directive deals with the obligation to notify by separating instances where data is obtained directly from a data subject (Article 10) from instances where data is obtained from a third party (Article 11). Through Article 11 (2), the Directive recognises that when data is being further processed by a third party there may be instances where the provision of such information proves impossible or would involve a disproportionate effort. Although it may seem useful to draw a distinction between first-hand and second-hand data collection on these lines, Taylor (2011, p.289) argues that there may be instances where a health researcher has collected data directly, and seeks secondary processing of that data after a significant time-lapse at a point where re-contacting might be extremely difficult if not impossible. According to Taylor (2011, p.290), the EU directive makes no apparent provision for non-notification in circumstances where the researcher was the original data controller. In the UK, the DPA is decidedly unclear on this point. It suggests that data collected directly can be exempt from notification in cases of secondary processing where notification is not practicable, but then goes on to suggest that only in the case of information received by a third party is a researcher excused from the responsibility to provide certain information if providing this information would involve disproportionate effort. Taylor (2011) suggests that:

This is unsatisfactory on a number of counts: (i) it leaves researchers unclear exactly when they might (under English Law) be entitled not to provide the information, particularly if they have gathered data (historically) directly from a data subject (ii) it appears to leave English law out of step with the directive that it is supposed to implement (iii) it would seem to imply that researchers need to demonstrate a different level of disproportionate effort in cases where data has been gained directly than when it has been obtained from a third party...[Furthermore] it is unclear to what extent either the Directive or the 1998 Act understands the obligation to notify to be an on-going obligation. If research is already intended at the time that data are collected from a patient, then it would appear relatively unreasonable to not bring that fact to the patient’s attention at the time. However, if research is not the intention at the time of collection, but is an intention subsequently formed, is there still an obligation to subsequently bring this to the attention of the data subject? (p.291-292)

Issues with anonymised and pseudonymised data

It is clearly stated in the EU Data Protection Directive that ‘the principles of protection shall not apply to data rendered anonymous in such a way that the data subject is no longer identifiable’ (Recital 26). However, a problem emerges here because the clear-cut distinction that is being made in the legislation between identifiable and unidentifiable data, which is in fact the fundamental definition on which the
applicability of the legislation hinges, simply does not reflect reality. In research contexts where
identifiable data is de-identified (or anonymised) for research purposes it is vital to consider that
‘anonymisation of data is never an absolute process, there are different degrees of anonymisation
depending on the context’ (Academy of Medical Sciences, 2011, p.49). As stated earlier in this review,
anonymity can never be defined as an intrinsic property of the data, and this is because ‘the level of
anonymity of a given dataset depends on what other information is available to the person viewing the
data’ (Academy of Medical Sciences, 2011, p.49). Handling anonymity is therefore not about the
 provision of an absolute (as the crude position reflected in the EU directive and the DPA would appear
to endorse), but instead is about risk management. One of the problems here is that managing these
risks effectively involves the development of sophisticated technical controls drawing on complex
statistical concepts such as k-anonymity, de facto anonymity or data cubes19. Needless to say, ensuring
that data can legitimately pass under a definition of anonymity is such a complex issue that
straightforward divisions between what is or is not ‘anonymous’ are actually impossible to make.

The fundamental distinction between identifiable and anonymised data made in the European Directive
and the DPA, with no accompanying clarification around it, is different from the approach taken in
equivalent legislation in other areas of the world. Forgo (2015) points to the USA, which has adopted a
pragmatic and directly prescriptive approach: ‘the Health Insurance Portability and Accountability Act
of 1996 (HIPAA), for example, defines, on the one hand, individually identifiable health information
and, on the other hand, provides a list of 18 precisely named identifiers that shall be removed in order
to achieve de-identified data. There are no restrictions on the use of de-identified data. If the 18
identifiers are removed, this (purportedly) signifies a negligible risk that the information could be used,
alone or in combination with other reasonably available information, by an anticipated recipient to
identify an individual who is the subject of the information. This list includes values and entries such as
names, dates, phone numbers, fax numbers, and e-mail addresses and also URLs, IP, addresses, and
full-face photographs’ (Forgo, 2015, p.57-58). Although this list may be exhaustive and easily
understandable, the fact remains that even a prescriptive approach such as this cannot completely
alleviate the potential risk of identification, however negligible that risk is perceived to be.

Further to this, Clark and Weale (2011) argue that neither the EU Directive nor the DPA are clear on
whether the process of de-identification comes under the legislation, given that whoever performs the
process will necessarily have access to identifying information in order to de-identify it. Clark and
Weale (2011) point to the Information Commissioners’ Guidance on Anonymisation (2002) which in
fact indicates that, although anonymous data may fall outside the remit of the DPA, the act of
anonymisation does not: “In anonymising personal data the data controller will be processing such data
and, in respect of such processing, will still need to comply with the provisions of the Act” (p.13). This
suggests that the act of anonymisation is covered by the Act, and as the processing will involve

19 See for example Sweeney, k-anonymity: a model for protecting privacy. (2002) 10 Int J
sensitive personal data, the conditions of both consent and notification for ‘sensitive’ data would apply. The ambiguity over when data can legitimately be classed as anonymised, and the confusion over whether the act of anonymisation is or isn’t covered by the Act, are deeply problematic. This is summed up by Forgo (2015) in the following terms:

Data protection law is (probably) the only legal field in which already the very first question of what it should and what it should not regulate is under constant debate. After 30 years of data protection law it is still hard to say when and under which conditions data may be seen as anonymous (p.57).

Is there a conflict between the practice enabled by the DPA and public expectations regarding notification and consent?

One of the key questions that can emerge from this is around whether public expectations over consent and notification for the use of patient data for secondary purposes (beyond the direct care of the patient) are out of step with the legal framework represented, in part, by the DPA. This does not just relate to when identifiable data is used for health related research, but also includes public perspectives on the use and linkage of pseudonymised data and the more open release of anonymised datasets. Research conducted for the Wellcome Trust and the Medical Research Council around public perspectives on the governance of biomedical research found that:

The act of providing explicit consent, of being asked and agreeing to the request, is key in signalling the adequacy of research governance. This transaction, with which we are increasingly familiar in our every day lives, is not detached from everyday cultural concerns and obligations and is grounded in social conventions of courtesy: it is polite to ask. Not being asked is impolite and signals disrespect and being taken for granted. Implicit consent [in the mind of the public] is no consent at all (Medical Research Council, 2007, p.87).

Wider research into public perceptions of the use of medical records and patient data for purposes beyond direct care provides a mixed picture. Reports written from a perspective that seeks to advocate for research, unsurprisingly, paint a picture of public opinion in which secondary uses for research purposes are viewed favourably (Academy of Medical Sciences, 2006). However, most of the research appears to indicate that patients want to at least be notified, and if possible, asked for consent even in cases where anonymised data is shared (Medical Research Council, 2007). Therefore, having procedures in place for providing notification and gaining consent is a considerably important component in building trust and support in ongoing uses of patient data.

The broad information governance strategy implemented across NHS England, which has been heavily influenced by a succession of Caldicott reviews (to be examined here in due course) has sought to develop a culture around the sharing of confidential patient information where there are ‘no surprises’
for the patient (Caldicott, 2013, p.12). Yet despite this apparent tightening up across the NHS, stories of the mishandling of patient data regularly emerge in the press, and the concept of ‘no surprises’ is therefore continually undermined. A recent example of this hit the headlines through an article originally published in New Scientist entitled Revealed: Google AI Has Huge Haul of NHS Patient Data (Hodson, 2016). The article was based on the contents of a data sharing agreement between the Royal Free NHS Hospital Trust and a Google-owned artificial intelligence company called DeepMind which appears to show that 1.6 million identifiable patient records have been shared with Google by the Trust. The agreement sets DeepMind up as a data processor with the Royal Free as the data controller, and in press releases the Royal Free have been at pains to stress that the processing is for the purposes of direct clinical care. However, the data has been used to develop an application called Streams which helps staff monitor patients with kidney disease, but as there is no specific data set relating to kidney function, DeepMind has been given access to a wider pool of patient data. The data is encrypted and held by a trusted third party, and conditions have been placed on its destruction. Despite these safeguards, the public realisation that data has been released in this manner, without consent or notification, has caused a deep sense of misgiving, and has once again added to the weight of public mistrust as to how patient data is being shared. This mistrust is multi-layered: it is connected to concerns over secondary uses that involve commercial companies, but is also undoubtedly connected to a perceived lack of transparency (and therefore public accountability) over such data sharing agreements. When the public find out about data sharing of this kind through sensational media headlines rather than consultative mechanisms or notifications of intentions (which have a capacity to lead to robust public engagement and debate), a sense of betrayal inevitably takes hold.

Relatively recent research conducted by the Department of Health (2009) supports the emerging view that many patients have high expectations regarding notification and consent, even if their data have been effectively anonymised. What is significant about the Department of Health’s piece of research (as described in Taylor (2011, p.276) is that it clearly indicates that there is a rift between ‘public’ and ‘researcher’ attitudes on these issues. This rift in perception and opinion was markedly drawn out in relation to a discussion on additional uses of particularly sensitive information (such as that placed within a ‘sealed envelope’ on an individual’s health record):

Almost half of all the respondents felt that data from sealed envelopes within a patient’s record should be used for ‘additional purposes’ if anonymised without the need to get consent but the variation between stakeholder groups was particularly marked.

(1) While three quarters of researchers (75%) thought this was acceptable, only a quarter of patients (25%) and three in ten of the general public (30%) thought it was.

(2) Just over half of patients (51%) and about four in ten of the general public (43%) thought ‘sealed envelope’ data should only be used with the consent of the patient while two in ten researchers (20%) held this view.
(3) Around a quarter of patients (22%) and the public (26%) thought anonymised data from ‘sealed envelopes’ should never be used. Only a very small proportion of researchers (3%) held this view (in Taylor, 2011, p.276)

It is easy to frame the marked difference in attitudes between researchers and patients as indicative of a tension between the collective benefits of enabling research that leads to broad health improvements (more likely on balance to be advocated for by researchers), and individual privacy and data protection rights (more likely on balance to be advocated for by patients). Yet, presenting the tension between ‘patient’ and ‘researcher’ in terms of ‘individual vs public interest’ is misleading. As drawn out by Taylor (2011), protecting privacy is not just an ‘individual interest’; there is also a collective ‘public interest’ in protecting patient confidentiality, because the maintenance of confidentiality is linked to public trust, and significant levels of public mistrust leads to significant withdrawal from the healthcare system. Therefore, the rift between ‘researcher’ and ‘patient’ attitudes is actually connected to the tensions between two interconnected public interests (that are in fact held to different degrees by both researchers and patients). The question is therefore how these interconnected public interests (of maintaining confidentiality and enabling research) should be traded off against one another.

Any attempt to resolve the tension between these public goods will have legal and ethical dimensions and therefore it would go beyond a mere discussion of what the law does or does not enable. However, what is clear from the discussion thus far is that the DPA does not offer an absolutely clear route to disentangling the current legal requirements surrounding how notification to, and consent from, the data subject should be handled in secondary uses of either identifiable or anonymised medical records and health data. The resulting confusion is highlighted continually across the literature on the DPA and it is broadly recognised that nowhere (except perhaps the direct marketing industry) has the purpose of the Data Protection Act and its practical impact been more widely misunderstood than in the area of medical research (Clark and Weale, 2011).

**Fourth wave data protection: the European General Data Protection Regulation**

*The impact of the Lisbon Treaty*

In December 2009, the EU’s Lisbon Treaty came into force, introducing a new constitution for the European Union. Through an amendment to Article 16 of the Treaty on the Functioning of the European Union, a legal basis was provided for new Union legislation on data protection, effectively enabling the review of the existing Data Protection Directive.

As well as providing the legal basis for the review of the data protection directive, The Lisbon Treaty also incorporated the Charter of Fundamental Rights of the European Union (hereafter the EU Charter) into law. The EU Charter makes a significant distinction between privacy and data protection through Article 7, which recognises the right to privacy as a fundamental human right, and Article 8, which
specifically protects personal data as an autonomous human right, distinct from but closely connected to the right to privacy. Therefore, through the Lisbon Treaty, the right to the protection of personal data as described in Article 7 of the EU Charter became legally binding as a fundamental human right connected to, but autonomous from, the right for privacy. The incorporation into the Lisbon Treaty established that the EU Charter would have the same value as an EU treaty, and within this move personal data protection as an autonomous fundamental legal right became legally binding. The elevated positional and legal status of the Charter is therefore highly significant in seeking to understand the shifting landscape of privacy and data protection in the context of the EU (Gonzalez Fuster and Gellert, 2012).

Gonzalez Fuster and Gellert (2012) suggest that until the incorporation of the Charter, EU legislation on the protection of personal data was adopted on the basis of the fundamental rights and freedoms of individuals in general, but more specifically on the basis of the right to privacy laid down in Article 8 of the European Convention on Human Rights (hereafter ECHR). They argue that the elevation of Data Protection to the position of autonomous human right has had little effect on permeating what they refer to as the ‘privacy thinking’ enacted by the European Court of Justice in its on-going interpretation of data protection issues. They argue that the on-going merging between privacy and data protection, which sees data protection merely as a facet of privacy, is concerning because the nature of data protection as a human right is actually ‘not homologous to the nature of the right to privacy’ (p. 80). On the contrary, they suggest that both rights ‘should rather be envisaged as of diverging essence’ (p. 80).

Gonzalez Fuster and Gellert (2012) argue that ‘privacy’ should be regarded as a ‘positive freedom’ in ‘the sense of Isaiah Berlin: it consists of granting a prerogative to an individual. Yet, because this prerogative (or freedom) is not absolute, some criteria on how to lawfully limit it’ must be laid down (p. 80). In contrast, data protection can be viewed as a ‘negative freedom,’ that is, ‘protecting the freedom (and autonomy) of individuals not by empowering them with a determinate prerogative, but by channelling the behaviours of others, as they might infringe upon this very freedom’ (p. 80).

According to Gonzalez Fuster and Gellert (2012):

The basic assumption underlying data protection law therefore should be that ‘data processing is unavoidable in modern societies. It never disputes the fact that personal data can be processed, but merely determines how this processing should be undertaken. Yet, that is not to say that ‘data subjects’ (i.e. the individuals whose data are processed) are totally passive. On the contrary, they are endowed with a bundle of subjective rights (access or correct data) in order to exert some control over the data processor, thereby strengthening their (negative) freedom. Only by overtly placing the regulation of personal data protection under the scope of the new fundamental right (instead of under an imprecise reference to rights and freedoms of the individual, including the right to privacy, and the free flow of personal data) can the EU ensure progress towards the substantiation of personal data protection in the EU (p. 80).
The essence of Gonzalez Fuster and Gellert’s (2012) perspective on the essential difference between privacy and data protection as fundamental human rights is given here, not as a means of endorsing their perspective, or of upholding it necessarily as the right interpretation, but to illustrate how the distinction between privacy and data protection is not at all clear or well established, so that the construction of data protection as a fundamental autonomous (non-absolute) human right remains somewhat ambiguous.

**Justifications behind the General Data Protection Regulation (GDPR)**

The justifications for the introduction of the General Data Protection Regulation were fundamentally connected to a rhetoric of modernisation. According to the European Commission, the 1995 Directive was introduced ‘when many of today’s online services and the challenges they bring for data protection did not yet exist’. Therefore, in an era of ‘social networking sites, cloud computing, location-based services and smart cards’ a new ‘robust set of rules’ is needed to ensure that ‘people's right to personal data protection – recognised by Article 8 of the EU’s Charter of Fundamental Rights – remains effective in the digital age’ (European Commission, 2015). The rhetoric of modernisation has also been supplemented by calls for harmonisation, which highlight how ‘differences in the way that each Member State implements the law have led to inconsistencies, which create complexity, legal uncertainty and administrative costs’ – a lack of harmony which in turn affects the ‘competitiveness of the EU economy.’ Thus it has been argued that a single pan-European law for data protection, replacing the current inconsistent patchwork of national laws, is required so that companies deal ‘with one law, not 28.’ The benefits of the reform are estimated by the European Commission to be valued at €2.3 billion per year (European Commission, 2015). The aims of the GDPR are therefore multi-faceted, and focus on ‘reinforcing individuals’ rights, strengthening the EU internal market, ensuring stronger enforcement of the rules, streamlining international transfers of personal data and setting global data protection standards’ (European Commission, 2015).

It has been argued from within the medical and health research communities that different transpositions of the 1995 EU Directive into national law have significantly hampered public health monitoring as well as research in and across some Member States (Di Lorio et al, 2014). Verschuuren et al (2008) show, through their research, that where Article 8 of the Directive on the processing of special categories of data (including health data) has not been fully or adequately transposed into national law, the legal constraints on processing have been overwhelming and prohibitive, thus producing what they refer to as ‘a significant imbalance in favour of the right to data protection over and above the right to health’ (p. 151). The authors point to the delicate balance that must be struck between data protection and enabling health monitoring and research, and highlight the need to balance the right to privacy and data protection against Articles 3(p) and 152 of the Lisbon Treaty that bind the commission to ‘contribute to the attainment of a high level of health protection, to improve health, to prevent disease and to obviate sources of danger to health’ (Verschuuren et al 2008, p. 151). Many in
the health research community have therefore actively called for data protection reform in the hope that it may provide a smoother path to accessing medical records and health data for research purposes.

The GDPR timeline

On 25 January 2012 the European Commission adopted a package for reforming the European data protection framework which included:

- a proposal for a Regulation on the protection of individuals with regard to the processing of personal data and on the free movement of such data ('the proposed Regulation') [COM(2012)11 final]
- a proposal for a Directive on the protection of individuals with regard to the processing of personal data by competent authorities for the purposes of prevention, investigation, detection or prosecution of criminal offences or the execution of criminal penalties, and the free movement of such data ('the proposed Directive') [COM(2012)10 final]

The Commission's draft text for the Regulation marked the establishment of the main point of reference around which the data protection reform would proceed. The reception of the Commission's draft regulation was far from smooth, and its passage through the remaining legislative process has been marked by controversy and debate. However, its contents were broadly welcomed by the health and medical research communities, with Di Lorio (2014) calling it 'a major breakthrough for data protection in the field of public health and, in general, for health and scientific research’ (p. 488).

On 16 January 2013, the rapporteur Jan Philipp Albrecht released suggested amendments to the Commission’s proposed Regulation. These amendments were approved by the European Parliament’s LIBE committee in October 2013. On 12 March 2014, the Parliament agreed on its consolidated text on the First Reading vote. This was a considerable political feat, considering that a total of 3133 proposals for amendments had been formulated by MEPS (Forgo, 2015). The LIBE committee amendments (which were themselves based on Albrecht’s draft amendments) heavily influenced the Parliament’s consolidated text of 12 March 2014. However, Parliament’s consolidated text was broadly condemned by the academic research community, with a joint statement by academic, patient and non-commercial organisations labelling it as ‘highly damaging’ for research, and Di Lorio (2014) stating that ‘the proposed amendments will make difficult or render impossible research and statistics involving the linkage and analysis of the wealth of data from clinical, administrative… and survey sources, which have contributed to improving health outcomes and health systems’ performance and governance; and may illegitimise efforts that have been made in some European countries to enable
privacy-respectful data use for research and statistical purposes. If the amendments stand as written, the right to privacy is likely to override the right to health and healthcare in Europe’ (p. 488).

On Monday 15 June 2015, Ministers representing the Member States at the EU Justice and Home Affairs Council finally agreed their approach to the proposed General Data Protection Regulation. This enabled the draft regulation to move into triilogue discussion between the Commission, Parliament and the Council of Ministers. The resultant text was welcomed by the medical and health research communities as a restoration of the ‘positive’ position for research (Wellcome, 2016).

On 15th December 2015, the EU Commission, Parliament and Council of Ministers reached agreement on the General Data Protection Regulation (GDPR), after months of triilogue negotiations.

The Council of the European Union confirmed agreement on the terms of the GDPR on 12 February 2016 by adopting a political agreement on its text, and formally adopted the GDPR at a Council meeting on 08 April 2016. The European Parliament's Civil Liberties Committee (LIBE) voted on the text on 12 April 2016 and the full Parliamentary Plenary voted on it at the early second reading on 14 April 2016.

On May 4 2016, the GDPR was published in the Official Journal of the European Union. The GDPR comes into effect on 25 May 2018.\(^\text{20}\)

The impact of various versions of the GDPR on medical and health research

The passage of the GDPR, from the Commission’s original draft through the amendments proposed by Parliament and the Council to the final Regulation, has been an anxious time for the medical and health research community. Particular alarm was caused by the publication of Parliament’s consolidated text. Whilst the original Commission draft had been greeted with cautious optimism by the medical and health research communities (Wellcome Trust, 2015b), it was fiercely argued that Parliament’s proposed amendments, if allowed to shape the final Regulation, would ‘severely threaten’ the possibility of carrying out vital medical and health research in the public interest (Wellcome Trust, 2015b). Therefore, in order to draw this out, the key aspects of three versions of the GDPR will be explored: the Commission’s original draft, Parliament’s consolidated text, and the final official published version of the GDPR.

The Commission’s Draft Regulation (January 2012)

Like the Directive before it, the Commission’s Draft Regulation (CDR) sets out the basis of its applicability upon its definition of ‘personal data.’ The implication was therefore intended to be clear-

\(^{20}\) For a useful timeline of these key moments see: http://www.twobirds.com/en/practice-areas/privacy-and-data-protection/eu-framework-revision
cut: if the data falls within the regulation’s definition of ‘personal data’ then the rules of the Regulation apply, if it does not then it is out of scope. In Article 4 (1) of the CDR, personal data is defined as data relating to a data subject who is defined as a person:

[W]ho can be identified, directly or indirectly, by means reasonably likely to be used by the controller or by any other natural or legal person, in particular by reference to an identification number, location data, online identifier or to one or more factors specific to the physical, physiological, genetic, mental, economic, cultural or social identity of that person (Article 4 par. 1 CDR)

Recital 23 seeks to clarify that anonymous data where ‘the data subject is no longer identifiable’ is out of scope of the regulation. Recital 24, however, adds a layer of ambiguity to the CDR’s definition of ‘personal data’ by stating that ‘it follows that identification numbers, location data, online identifiers or other specific factors as such need not necessarily be considered as personal data in all circumstances.’

When Article 2 and Recital 24 are taken together, the definition of ‘personal data’ and the characteristics which differentiate it from non-identifiable ‘anonymous data’ become decidedly loose and open to interpretation. This open approach was in fact very much welcomed by medical and health research lobbying groups such as those spearheaded by the Wellcome Trust in the UK, who have actively campaigned to keep the CDR’s definitions in place. The key reason for this relates to research using pseudonymised data. The Wellcome Trust has been concerned to protect research using pseudonymised data from ‘unnecessary regulatory burden,’ and has argued that the CDR’s open approach would enable a ‘proportionate approach to determining the scope of the legislation.’ The Wellcome Trust argued to keep what they referred to as the CDR’s ‘reasonably likely to be used’ test as, in their opinion, this made it possible to view robustly pseudonymised research data (where the researcher uses the data in a ‘safe haven’ with no access to the key to enable re-identification) as out of the Regulation’s scope (Wellcome Trust, 2015a). As this discussion will illustrate, that hope has not been realised in relation to the other versions of the draft under analysis here, where pseudonymised data is intentionally and unambiguously drawn into the scope of the Regulation.

In keeping with the approach in the EU Directive, the CDR recognises special categories of personal data (Article 9) for which processing is prohibited subject to limited exemptions. In the CDR, the special categories are defined as the ‘processing of personal data, revealing race or ethnic origin, political opinions, religion or beliefs, trade union membership, and the processing of genetic data or data concerning health or sex life or criminal convictions or related security measures’ (Par. 1). Article 9 Par. 2 specifies consent as the first exemption, but it also lifts the prohibition under a number of other exemptions, including when:

(h) processing of data concerning health is necessary for health purposes and subject to the conditions and safeguards referred to in Article 81; or

(i) processing is necessary for historical, statistical or scientific research purposes subject to the conditions and safeguards referred to in Article 83
Accordingly, then, Article 81 and Article 83 provide the possibility for health and medical research to be undertaken without data subject consent. However, determining which of the two Articles would apply in relation to a given health or medical research context is more complex. Article 81 applies (through Par. 1a) to ‘purposes of preventative medicine, medical diagnosis, the provision of care or treatment or the management of health-care services…where those data are processed by a health professional subject to the obligation of professional secrecy or another person also subject to an equivalent obligation of secrecy under Member State law or rules established by national competent bodies.’ This is, in the main, a transposition of the wording of Article 8 (3) in the former European Data Directive. However, Par. 1b extends the application of Article 81 to purposes undertaken for ‘reasons of public interest in the area of public health, such as protecting against serious cross-border threats to health or ensuring high standards of quality and safety, inter alia for medicinal products or medical devices’ and (through Par. 1c) to processing for ‘other reasons of public interest in areas such as social protection, especially in order to ensure the quality and cost-effectiveness of the procedures used for settling claims for benefits and services in the health insurance system.’ Par. 2 of Article 81 appears to clarify when Article 83 is more appropriate, by stating that ‘processing of personal data concerning health which is necessary for historical, statistical or scientific research purposes, such as patient registries set up for improving diagnoses and differentiating between similar types of diseases and preparing studies for therapies, is subject to the conditions and safeguards referred to in Article 83.’ This would seem to suggest that most research studies which rely on secondary access to patient data for identifying broad medical and health trends for collective health improvements are better classed under Article 83. Article 81 states that ‘processing of personal data concerning health must be on the basis of Union law or Member State law which shall provide for suitable and specific measures to safeguard the data subject's legitimate interests.’ In addition, Par. 3 of which Article 81 states that ‘the Commission shall be empowered to adopt delegated acts in accordance with Article 86 for the purpose of further specifying other reasons of public interest in the area of public health as referred to in point (b) of paragraph 1, as well as criteria and requirements for the safeguards for the processing of personal data for the purposes referred to in paragraph 1.’

Article 83 (which deals with processing for historical, statistical, or scientific research purposes) suggests that personal data can be processed without consent if the research purpose cannot be achieved by using anonymous data. Where this is the case, robust pseudonymisation is advised, but this is qualified again by the inclusion of the phrase ‘as long as the purpose of the processing can be fulfilled by doing so’ (Par. 1b). This effectively opens up the possibility of carrying out health research using identifiable data without consent or pseudonymisation in cases where the purpose requires this.

Rather confusingly, within Article 83, a line is drawn between research processing (which is covered by Par. 1) and publication of research results (which is covered by Par. 2). In relation to the publication of results, Article 83 Par. 2 specifies that publication is possible if the data subject has consented (2a), or if the data subject has made the data public (2c). However, a third possibility for justifying publication is also introduced, which states that publication of results is possible (without
The publication of personal data is necessary to present research findings or to facilitate research insofar as the interests or the fundamental rights or freedoms of the data subject do not override these interests’ (2b). The division between research and publication given in Article 83 does little in adding clarity to the balance that the CDR is advocating for between respecting privacy and enabling research, and in fact creates an unnecessary ambiguity. Under Article 83 (Par. 3), the CDR text also states that the Commission shall be empowered to adopt delegated acts for further specifying the requirements and criteria for processing. Therefore, in the case of Article 81 and Article 83, it appears that the Articles were not intended to represent a fully elaborated provision.

Article 5(b) of the CDR is highly relevant to a discussion of secondary processing of data for medical and research purposes because it specifies that ‘personal data’ must be ‘collected for specified, explicit, and legitimate purposes and not further processed in a way incompatible with those purposes.’

However, Recital 40 supports the notion of further processing of personal data ‘where the processing is compatible with those purposes for which the data have been initially collected, in particular where the processing is necessary for historical, statistical or scientific research purposes.’

Article 5(e), which deals with data minimisation, also has a bearing on processing for research in that it specifies that personal data ‘should be kept in a form which permits identification of data subjects for no longer than is necessary for the purposes for which the personal data are processed; personal data may be stored for longer periods insofar as the data will be processed solely for historical, statistical or scientific research purposes in accordance with the rules and conditions of Article 83 and if a periodic review is carried out to assess the necessity to continue the storage’. The introduction of the concept of ‘periodic review’ is interesting here and suggests that ongoing and regular appraisal is needed to justify retention in the long term. Although this caused some concern within the archival community, this does not appear to have been commented on as problematic by the health and medical research community.

Article 6(e), which deals with fair and lawful processing, is also relevant to an understanding of how the CDR interprets processing for research, in that it emphasises that ‘processing of personal data which is necessary for the purposes of historical, statistical or scientific research shall be lawful subject to the conditions and safeguards referred to in Article 83.’

The necessity of notifying data subjects of intended processing has been discussed earlier in this review in relation to the DPA, so it is useful here to consider how this is approached in the CDR. Here, the CDR appears to echo the earlier Directive in that Article 14 (5) effectively relinquishes the requirements for notification in cases ‘when the data are not collected from the data subject and the provision of such information proves impossible or would involve disproportionate effort,’ but there is nothing in the CDR to relinquish this responsibility in cases where the data has been collected first-hand. In relation to the data subject’s right to be forgotten and to erasure contained in Article 17(3), this is relinquished for reasons of public interest in the area of public health in accordance with Article
Article 8(b), and for historical, statistical and scientific purposes in accordance with Article 83 (c). Article 19 deals with the data subject’s right to object, which is upheld ‘unless the controller demonstrates compelling legitimate grounds for the processing which override the interests or fundamental rights and freedoms of the data subject.’ International transfers, which can be significant in trans- and international medical and health research, are dealt with in Article 42 and are enabled by prior authorisation from the supervisory authority or through legally binding instrument.

**The European Parliament’s Consolidated Text (March 2014)**

In his report for Parliament in January 2013, Jan-Philipp Albrecht ‘proposed a very different equilibrium between privacy and research interests’ (Forgo, 1215: 61). Despite significant attempts at lobbying MEPs by the health and medical research communities, the thrust of his amendments was carried through into the LIBE committee-approved text of October 2013 and also into Parliament’s final consolidated text (hereafter PCT).

Firstly, it is important to draw out that the PCT contained a tighter definition of ‘personal data’ than that used in the CDR:

> ‘personal data’ means any information relating to an identified or identifiable natural person (‘data subject’); an identifiable person is one who can be identified, directly or indirectly, in particular by reference to an identifier such as a name, an identification number, location data, unique identifier or to one or more factors specific to the physical, physiological, genetic, mental, economic, cultural or social or gender identity of that person (Article 4, Par. 2)

Significantly, the PCT definition removes the phrasing in the CDR that linked the concept of being ‘identifiable’ to ‘means reasonably likely to be used’ by the data controller or others to identify the data subject. The implication of this tightening is that it becomes much more difficult to argue that robustly pseudonymised data may fall out of the scope of the Regulation. In fact, the PCT goes to the extent of introducing a definition of ‘pseudonymous data’ as a distinct category of personal data in Article 4. This change was highly criticised by the Wellcome Trust in its lobbying efforts (Wellcome Trust, 2015).

However, the area of greatest concern to the health research community was in relation to the PCT’s amendments to Article 81 (Processing of Personal Data Concerning Health). Amendments to Article 81 Par. 2 of the CDR were introduced to ensure that, as an almost unbreakable rule, health research could only be undertaken with the explicit consent of the data subject. Accordingly, processing without consent could only be enabled in the PCT through national law in exceptional circumstances. This is laid out through amendments to Article 81, Par. 2, which states that ‘processing of personal data concerning health which is necessary for historical, statistical or scientific research purposes shall be permitted only with the consent of the data subject and shall be subject to the conditions and safeguards
referred to in Article 83.’ An entirely new sub-clause is then added (Article 81 Par. 2a) which states that:

Member States law may provide for exceptions to the requirement of consent for research, as referred to in paragraph 2, with regard to research that serves a high public interest, if that research cannot possibly be carried out otherwise. The data in question shall be anonymised, or if that is not possible for the research purposes, pseudonymised under the highest technical standards, and all necessary measures shall be taken to prevent unwarranted re-identification of the data subjects. However, the data subject shall have the right to object at any time in accordance with Article 19.

As was to be expected, there was vehement opposition within the health research community to the idea that Member States could only provide an exemption from consent for research use of personal health data in cases where there is an ‘exceptionally high public interest.’ In May 2013, a joint statement (led by the Wellcome Trust) from non-commercial research institutions and academics drew attention to the likely impact that the proposed amendments would have on health and scientific research:

Health and scientific research will be severely threatened if the amendments to Articles 81 and 83 of the Data Protection Regulation adopted by the European Parliament are taken forward. Scientific research generates important benefits by improving our understanding of society, health and disease. If implemented, the amendments would make much research involving personal data at worst illegal, and at best unworkable (Wellcome Trust, 2013).

The research community also objected strongly to the fact that Article 81 Par. 2a makes it explicitly clear that member states can only legislate for a research exemption to the requirement of consent for anonymised or pseudonymised data. If carried through into the final Regulation, this would effectively mean that health and medical research that made use of identifiable data would never under any circumstances be possible without consent, regardless of the safeguards in place. In response to this, the health research community has been extremely keen to stress that whilst anonymised and pseudonymised data can provide the basis for many research studies, equally there are cases when anonymised or pseudonymised data is simply not sufficient for the research purposes. In some of the cases where it is absolutely necessary to use identifiable data, there will be instances where gaining consent is either impossible, disproportionately impracticable or not in the best interests of the data subject (Di Lorio, 2014).

Other concerns from within the health research community focussed on the fact that pseudonymised data are often not sufficient to permit researchers to identify individuals in order to invite them to take part in an ethically approved study. In these instances researchers need access to the minimal amount of data required to identify eligible people. Obviously, people can only agree to join studies if they can be invited. It was therefore felt that the PCT proposals would outlaw this first step, which would render
even the *process* of gaining consent an impossibility.

Other issues with the PCT text, voiced by the health research community, related to Article 5(b) which specifies that personal data should be collected for ‘specified, explicit and legitimate purposes and not further processed in a way incompatible with those purposes.’ Whilst this may not be substantially different to the text in the CDR, there is an absence in the PCT of Recital 40, which in the CDR reinforces the concept of further processing in the context of historical, statistical or scientific research.

In relation to ‘storage minimisation,’ Article 5(e) also imposes tighter measures in the PCT then the CDR by stating that personal data should be:

> Kept in a form which permits direct or indirect identification of data subjects for no longer than is necessary for the purposes for which the personal data are processed; personal data may be stored for longer periods insofar as the data will be processed solely for historical, statistical or scientific research or for archive purposes in accordance with the rules and conditions of Articles 83 and 83a and if a periodic review is carried out to assess the necessity to continue the storage, and if appropriate technical and organisational measures are put in place to limit access to the data only for these purposes (storage minimisation).

Standard protocols in research projects that access personal data for secondary health research already establish a need for periodic review of the necessity to hold the data and are also open to audit by the data controller in relation to the technical and organisational environment in which the data is stored and accessed. These protocols are usually laid out under data sharing agreements and licenses for use. Therefore, for the health and medical research communities, this did not necessarily raise additional concerns. However, the specific mention of ‘archive purposes’ here is potentially problematic for archival institutions. Parliament’s text was the first to mention archives specifically, and whilst this could be interpreted as welcome recognition of the existence and role of the profession, its appearance in 5(e) is problematic. In tying archives to periodic reviews of holdings, and the necessity of ensuring that the appropriate ‘technical and organizational infrastructure’ is in place to limit access, this in effect put a tighter regulatory burden on archives than in the case of the CDR, where archives are not mentioned at all.

Parliament’s approach to the Regulation has been described by health researchers as an ‘ideologically-driven approach’ that perhaps inadvertently created problems for research. Parliament’s position was clearly dominated by the views of privacy advocates, and was undoubtedly fuelled by the Edward Snowden leaks regarding the use of personal data by national security agencies. The Policy Advisor at the Wellcome Trust, Beth Thompson, has commented that:

> Parliament had good intentions in taking a privacy-led approach, and MEPs did not intend to prevent research. However, many of their amendments to the Commission proposal were not
based on a sound understanding of how research is conducted, or the potential impact these would have on research. In reality, the Parliament’s amendments would have inadvertently tightly restricted the ways in which personal data could be used in research, with devastating impacts…For many working on the Regulation, inside Parliament and out, scientific research was a marginal issue. This may explain why the concerns of the research community were not heard when we first raised them in early 2013. The research community’s input increased in volume as the situation grew more serious when the Parliament agreed that their amendments should form part of their position. Over the next two years a large coalition of research and patient organisations across Europe worked together to raise awareness of our concerns.

Overall the balance between the public good of data protection and the public good in enabling medical and health research is tipped vastly in favour of the former in the PCT. However, Data Protection is a delicate balancing act and it is acknowledged across the drafts of the GDPR that it requires a proportionate approach:

The processing of personal data should be designed to serve mankind. The right to the protection of personal data is not an absolute right; it must be considered in relation to its function in society and be balanced against other fundamental rights, in accordance with the principle of proportionality (Recital 4, GDPR).

How well the final GDPR manages the delicate balance between the public goods of data protection and vital health research will be examined below.

Official General Data Protection Regulation (2016)

The final definition of personal data in Article 4 (1) of the GDPR is exactly equivalent to that in the PCT, apart from the change from ‘unique identifier’ to ‘online identifier’ shown below:

‘personal data’ means any information relating to an identified or identifiable natural person (‘data subject’); an identifiable natural person is one who can be identified, directly or indirectly, in particular by reference to an identifier such as a name, an identification number, location data, an online identifier or to one or more factors specific to the physical, physiological, genetic, mental, economic, cultural or social identity of that natural person (emphasis added)

The PCT’s definition of ‘pseudonymous data’ is replaced, in Article 4 (5), with a definition of ‘pseudonymisation’ as follows:
‘pseudonymisation’ means the processing of personal data in such a manner that the personal data can no longer be attributed to a specific data subject without the use of additional information, provided that such additional information is kept separately and is subject to technical and organisational measures to ensure that the personal data are not attributed to an identified or identifiable natural person.

The notion that pseudonymised data should be considered to be in the scope of the Act is made unequivocal through the first part of Recital 26, which states that:

The principles of data protection should apply to any information concerning an identified or identifiable natural person. Personal data which have undergone pseudonymisation, which could be attributed to a natural person by the use of additional information should be considered to be information on an identifiable natural person.

This means that, contrary to the arguments put forward by the medical and health research communities, the processing of all pseudonymised data is in the scope of the Regulation regardless of whether robust safeguards are in place in ‘safe haven’ environments to ensure that use of the data takes place without the possibility of access to the key that could enable re-identification. However, the Wellcome Trust (2016, unpaginated) has since issued an analysis of the GDPR which argues that Recital 23 of the GDPR clouds the water on pseudonymisation, arguing that:

Recital 23 can be read that all pseudonymised data should be considered personal data. The concept of identifiability also appears to have been expanded compared to the Directive by the reference to “singling out.” However, the scope of identifiability is qualified by the reference to “means reasonably likely to be used” as under the 1995 Directive. This suggests that there may be cases where pseudonymised data together with a combination of appropriate organisational, legal and technological measures can be considered anonymous data. A proportionate and context-dependent approach would take into account the range of measures used, including pseudonymisation, to determine whether the data is considered to be identifiable. In order to achieve this it is important to consider the text of Recital 23 in full to understand how the scope of the regulation relates to approaches commonly used in research.

Given that this is the position that the Wellcome Trust is taking, it is currently urging the European Data Protection Board (EDPB) to provide guidance on the interpretation of Recital 23 to clarify the scope of the Regulation with specific reference to a research context in which pseudonymisation is used in combination with strict organisational, legal and technological measures to reduce identification risks. They are also urging further clarity on the nature of the technical and organisational measures described under Article 4 (3b) to clarify whether additional information must always be kept separately by a different data controller, or whether this can be achieved within a data controller’s
The remainder of Recital 26 is concerned with clarifying that anonymised data is *out* of the Regulations’s scope, and here an attempt is made to define the parameters for considering what constitutes ‘anonymised data’:

To determine whether a natural person is identifiable, account should be taken of all the means reasonably likely to be used, such as singling out, either by the controller or by another person to identify the natural person directly or indirectly. To ascertain whether means are reasonably likely to be used to identify the natural person, account should be taken of all objective factors, such as the costs of and the amount of time required for identification, taking into consideration the available technology at the time of the processing and technological developments. The principles of data protection should therefore not apply to anonymous information, namely information which does not relate to an identified or identifiable natural person or to personal data rendered anonymous in such a manner that the data subject is not or no longer identifiable. This Regulation does not therefore concern the processing of such anonymous information, including for statistical or research purposes.

These statements in Recital 26 amount to an acknowledgement that since anonymity is not an intrinsic attribute of the data, a risk based approach must be applied to determine the *likelihood* of identification given the costs, time and technology involved in managing to single an individual out. The Regulation has not found a way around the fact that ‘anonymity’ is context-dependent and therefore impossible to define as an absolute fixed category of data. The irony therefore remains that the applicability of the Regulation hinges on whether the data renders an individual identifiable or not, yet it is impossible to categorically state the boundaries of ‘identifiability.’ On the point of anonymisation, the Regulation (like the EU Directive and the UK DPA) also remains silent on the issue of whether the process of anonymisation is in or out of the scope of the Regulation. Given this silence, it must be presumed that since it involves processing identifiable data in order to *de-identify* then it must be *in* scope.

Article 9, which deals with special categories of data for which processing should be prohibited (unless one of the listed exemptions applies) defines the categories and the prohibition in the following terms:

Processing of personal data revealing racial or ethnic origin, political opinions, religious or philosophical beliefs, or trade union membership, and the processing of genetic data, biometric data for the purpose of uniquely identifying a natural person, data concerning health or data concerning a natural person's sex life or sexual orientation shall be prohibited.

Par. 2 and Par. 3 then deal with the exemptions. Alongside 2 (a), which relates to when explicit consent has been gained, the other exemptions relevant to health and medical research purposes are:
(h) processing is necessary for the purposes of preventive or occupational medicine, for the assessment of the working capacity of the employee, medical diagnosis, the provision of health or social care or treatment or the management of health or social care systems and services on the basis of Union or Member State law or pursuant to contract with a health professional and subject to the conditions and safeguards referred to in paragraph 3;

(i) processing is necessary for reasons of public interest in the area of public health, such as protecting against serious cross-border threats to health or ensuring high standards of quality and safety of health care and of medicinal products or medical devices, on the basis of Union or Member State law which provides for suitable and specific measures to safeguard the rights and freedoms of the data subject, in particular professional secrecy;

(j) processing is necessary for archiving purposes in the public interest, scientific or historical research purposes or statistical purposes in accordance with Article 89(1) based on Union or Member State law which shall be proportionate to the aim pursued, respect the essence of the right to data protection and provide for suitable and specific measures to safeguard the fundamental rights and the interests of the data subject.

3. Personal data referred to in paragraph 1 may be processed for the purposes referred to in point (h) of paragraph 2 when those data are processed by or under the responsibility of a professional subject to the obligation of professional secrecy under Union or Member State law or rules established by national competent bodies or by another person also subject to an obligation of secrecy under Union or Member State law or rules established by national competent bodies

What is noticeable in the structure of the final GDPR is that there is no specific article for dealing with processing concerning health data. This is dealt with from within Article 9. This is, in fact, a transfer from the Council of Ministers’ consolidated text (not under direct analysis here). For medical and health researchers, a decision is necessary to disentangle whether the processing purposes fall under (h), (i), or (j). As was the case with the CDR, where research is not explicitly linked to the direct care of individuals or the provision of services, but rather seeks to identify broader trends for the purpose of health improvement, it will fall best under (j) as a ‘scientific research purpose’ and will therefore need to take Article 89 into account. Before moving on to look more closely at Article 89, the significance of Par. 4 of Article 9 must be drawn out. It states that:

Member States may maintain or introduce further conditions, including limitations, with regard to the processing of genetic data, biometric data or data concerning health.

Thus, contrary to one of its main stated intended purposes (which was to introduce a harmonisation of approach), in relation to health data the final GDPR may do little to counteract the piecemeal approach
to the processing of health data across the jurisdictions of the 28 Member States. Arguably, however, a combined interpretation of the Articles and Recitals in the GDPR makes the position on processing for scientific research purposes much clearer than it was under the EU Directive. The elaborations that it provides and the degree of clarity in the way it is structured should diminish the possibility of misinterpretation of the rules, and should help to ensure that Member States adopt harmonised public health policies (Di Lorio, 2014).

Article 89 introduces the safeguards and derogations relating to ‘processing for archiving purposes in the public interest, scientific or historical research purposes or statistical purposes.’ Par. 1 states that:

Processing for archiving purposes in the public interest, scientific or historical research purposes or statistical purposes, shall be subject to appropriate safeguards, in accordance with this Regulation, for the rights and freedoms of the data subject. Those safeguards shall ensure that technical and organisational measures are in place in particular in order to ensure respect for the principle of data minimisation. Those measures may include pseudonymisation provided that those purposes can be fulfilled in that manner. Where those purposes can be fulfilled by further processing which does not permit or no longer permits the identification of data subjects, those purposes shall be fulfilled in that manner.

In accordance with Par. 1, then, research using personal health data should fulfil its purpose using anonymised data if possible. If this is not possible, then measures for data minimisation should be employed, and pseudonymisation should be considered if the purpose can be enabled with its use. Clarification that research using personal health data can be undertaken without consent is given through Recital 54, which states that:

The processing of special categories of personal data may be necessary for reasons of public interest in the areas of public health without consent of the data subject. Such processing should be subject to suitable and specific measures so as to protect the rights and freedoms of natural persons.

Returning to Article 89, Par. 2 goes on to state that:

Where personal data are processed for scientific or historical research purposes or statistical purposes, Union or Member State law may provide for derogations from the rights referred to in Articles 15, 16, 18 and 21 subject to the conditions and safeguards referred to in paragraph 1 of this Article in so far as such rights are likely to render impossible or seriously impair the achievement of the specific purposes, and such derogations are necessary for the fulfilment of those purposes.

In effect, this means that a data subject’s Rights of Access (Article 15), Right to Rectification (Article 16), Right to Restriction of Processing (Article 18) and Right to Object to the Processing (Article 21) can all be restricted through Member State law in cases where maintaining these rights would defeat the achievement of the processing (which could be the case in certain health and medical research

---

21 Recital 53 elaborates further on this issue
contexts). The Right to Erasure (‘right to be forgotten’) in Article 17 is not included in the list, as a direct derogation is given for ‘archiving purposes in the public interest, scientific or historical research purposes or statistical purposes’ under Article 17 Par. 3 (d).

Article 14 deals with the information that should be provided where personal data have not been obtained from the data subject. Article 14 (5) (e) makes an exemption to the notification of intended processing detailed in Par. 1-4 in cases where:

[T]he provision of such information proves impossible or would involve a disproportionate effort, in particular for processing for archiving purposes in the public interest, scientific or historical research purposes or statistical purposes, subject to the conditions and safeguards referred to in Article 89 (1) or in so far as the obligation referred to in paragraph 1 of this Article is likely to render impossible or seriously impair the achievement of the objectives of that processing. In such cases the controller shall take appropriate measures to protect the data subject's rights and freedoms and legitimate interests, including making the information publicly available.

Thus, Article 14 Par. 5b provides a more nuanced understanding of the circumstances in which it may not be possible to notify a data subject. It includes alongside the notions of ‘impossibility’ and ‘disproportionate effort’ recognition that notification should not be necessary in cases where it would seriously impede the achievement of the objectives of that processing. The Health and Medical Research Communities are likely to welcome this, as health research is a context in which there are occasions when notification is feasible from a cost/time perspective but where it might be detrimental to the running of the research. However, previous points made in the discussion of the UK DPA also have resonance here. The GDPR makes no provision for recognising that there are some cases in which the health researcher may have been the original data controller, and is returning to the data after considerable time to further process the data. In such cases, the notions of impossibility or disproportionate effort do not apply under the GDPR.

Under the principles for processing, Article 5 (b) makes it explicit that the general principle that prevents further processing is not applicable to ‘archiving purposes in the public interest, scientific or historical research purposes or statistical purposes’ as these ‘shall, in accordance with Article 89 (1), not be considered to be incompatible with the initial purposes.’ In a similar way Article 5 (e) also makes it explicit that the rules on storage limitation do not apply to when data is processed for such purposes.

Of general relevance to health researchers is Article 25, which introduces the concept of data protection by design and default, Article 32, which deals with the security of processing, Articles 33-34, which deal with data breaches, Article 35, which deals with data protection impact assessments (which will be applicable to large-scale data projects), and Articles 44-46, which deal with data transfers.

The response to the agreed GDPR from policy advisors, funders, and academics from within the health and research community can be summed up as relief in the face of the serious research restrictions that would have been imposed had Parliament’s text been taken forward in the triologue discussions.
Bernard Charpentier, President of the Federation of European Academies of Medicine, publicly commented following news of the agreements reached in December 2015, stating that:

Personal data is used in health research to make important discoveries, which can save lives. Regulations must balance the use of personal data in research with the interests of individuals. We had been concerned that potential amendments to the EU General Data Protection Regulation could threaten health research studies. However, based on the outcome of the triilogue negotiations, we are optimistic that valuable health research studies will continue and we are pleased that the importance of this research has been recognised. We look forward to assessing the full implications for health research in due course (Wellcome Trust, 2015c).

Beth Thompson at the Wellcome Trust made remarks along similar lines, saying that the ‘result is a significant achievement and a huge relief for the research community.’ She perceptively adds ‘however, this is not the end of the story. The devil will be in the detail of implementation. The medical and health research communities will need to continue to work to secure a strong outcome as the Data Protection Regulation enters this next phase, before the law becomes active in 2018’ (London School of Economics, 2016).
The broader regulatory and legal landscape for health and medical research in England

The existing regulation and governance pathways [for health and medical research] have evolved in a piecemeal manner over several years. New regulatory bodies and checks have been introduced with good intentions, but the sum effect is a fragmented process characterised by multiple layers of bureaucracy, uncertainty in the interpretation of individual legislation and guidance, a lack of trust within the system, and duplication and overlap in responsibilities. Most importantly, there is no evidence that these measures have enhanced the safety and well-being of either patients or the public (Academy of Medical Sciences, 2006, p.37)

By delving into the regulatory and governance frameworks surrounding medical and health research, it is easy to understand why the Academy of Medical Sciences chose to make such a bleak statement.

The legal framework surrounding health and medical research is complex and involves UK statutory legislation, common law decisions, and various EU Directives. This is complicated further by the fact that there are numerous bodies responsible for issuing guidance on how the law should be interpreted in practice. These include (but are by no means limited to) the Information Commissioner’s Office, the General Medical Council, the Medical Research Council, and the British Medical Council. Further complexities arise when the different Research Governance Frameworks (which outline the principles, standards and requirements for health and social care research) that are in place across the devolved nations are taken into consideration. The latest Research Governance Framework proposals are currently under consultation and will involve the withdrawal of the separate frameworks across the devolved nations in favour of a single UK policy framework. However, whilst the integration is useful, it must be remembered that the Research Governance Framework is a high-level policy document and will, as such, not be able to integrate the lower-level operational procedures for the management of health related research which will remain under the separate responsibility of the Health Research Authority and the equivalent bodies in the devolved administrations respectively. Additionally, ethical review for health and medical research in the UK is still a complex landscape despite consistent efforts to streamline the process. In an English context, the main ethics review committees (RECs) that can have a role in relation to health research are:

- The National Research Ethics Service (now under the auspices of the Health Research Authority) incorporates the NHS Research Ethics Committees and the Social Care Research Ethics Committee
- Independent Ethics Committees (IECs) which are involved in the review of clinical trials that take place outside of the NHS
- The Gene Therapy Advisory Committee (GTAC)
- Ministry of Defence (MoD) research ethics committees
- University ethics committees
The development of an Integrated Research Application System (IRAS) has done much to bring these different elements together. However, there is still residual complexity in navigating the landscape. One complication for research involving access to NHS patient data is that even when NRES approval for the research has been secured, as each NHS Trust is a legal entity in its own right, it must have its own procedures in place for reviewing its research and development activities. This leads to duplication in checks between the NRES and local NHS trusts, inconsistencies in approach between Trusts, and difficulties where patient data needs to be accessed across multiple Trusts. This brief glimpse of the research governance and ethical review frameworks that embrace health research suffices, for the purposes of this review, to draw attention to the complexities that exist in the broader regulatory landscape, beyond what is apparent when the legislation alone is in focus. This has led the medical research community to voice strong concerns.

The focus in this review, however, is on data protection legislation, and the broader legislation that also affects research use of medical records and patient data. Given this focus, the duties that are owed regarding health and medical data under the Common Law Duty of Confidence will be explored in relative depth here. In relation to the Common Law Duty of Confidence, Grace and Taylor (2014) assert that:

The common law duty of confidence is one of the oldest equitable remedies recognised by English Law. In *Duke of Queensberry v Shebbeare*, it was established that a manuscript could not be published when publication was not one of the purposes for which it had been given. Since that time, and up to the modern day, English Law has continued to recognise that confidential information may not be disclosed for any purpose outside the ‘reasonable expectations’ of the party to whom it relates. The result is that, under English common law, confidential patient information may not be used for any purpose outside the reasonable expectation of a patient confiding personal information in a health care professional (p. 420).

The question mark over the interpretation of the common law duty of confidence in the context of medical and health research relates to what can be assumed to be within the ‘reasonable expectations’ of the patient regarding the sharing of their confidential information (Taylor, 2015, p.353). Taylor (2015) goes on to elucidate that ‘reasonable expectations’ is typically interpreted to mean that ‘information that can identify individual patients, must not be used or disclosed for purposes other than healthcare without the individual’s explicit consent, some other legal basis, or where there is a robust public interest or legal justification to do so’ (p. 353). This duty to respect confidentiality through adherence to ‘reasonable expectations’ around disclosure is not only rooted in common law, but also in
the various professional codes of ethics and codes of conduct that are used across the health and social care sector.\textsuperscript{22}

Taylor (2015) suggests that while this may be a defensible position in both law and principle, it has not always been clear exactly what is required in practice. There is considerable ambiguity concerning the boundaries of the processes that can be construed as being part of a patient’s direct healthcare, and therefore when explicit consent is needed to override the duty of confidentiality. For example, is explicit individual consent needed when using identifiable information to audit care and treatment? Similarly, what are the range of disclosures beyond direct healthcare that are permissible without explicit consent due to a ‘robust public interest’? (p. 345) And how restrictive does an interpretation of a patient’s ‘reasonable expectation of privacy’ need to be? (Grace and Taylor, 2013). This lack of clarity around permitted sharing and unlawful disclosure under the common law was increasingly recognised as problematic. To this end, the introduction of specific Health Service (Control of Patient Information) Regulations in 2002 was a direct response to a perception of ambiguity regarding when common law thresholds of confidentiality can be legitimately overridden and, therefore, when processing can be justified without the need for explicit data subject consent.\textsuperscript{23} (Taylor, 2015, p.354).

An understanding of the broader socio-historical context in which the regulations came into being provides a useful backdrop for understanding the motivations and underlying ethos underpinning their introduction. Prior to the National Health Service’s establishment, it was widely accepted as common practice across the UK that patient information could be used for secondary purposes beyond direct care, including research, at the discretion of the doctor responsible for treatment (Grace and Taylor, 2013, p.422). That ethos carried on within the NHS, with disclosure of confidential information for research purposes, without the need for explicit consent, being broadly accepted as being in the public’s best interests, and not contravening an individual patient’s ‘reasonable expectations of privacy.’ Acceptance of a ‘doctor knows best’ approach to data sharing and research continued to go unchallenged right up until the 1990s, when the beginnings of a shift in acceptance and practice of that approach can be detected (Higgins, 2003). The introduction of the DPA is significant, as it established in law the notion that data subjects have rights in relation to data processing, and data processing activities should therefore be carefully controlled. With the introduction of DPA it was no longer appropriate, or indeed lawful, to simply assume that ‘doctor knows best’ in relation to ongoing processing of patient data to support secondary activities such as research. However, the DPA was by no means the only instigator of attitudinal change operating in the late 1990s. Running parallel to the introduction of the DPA was a particularly influential review conducted by Dame Fiona Caldicott into uses of patient-identifiable information within the NHS across England and Wales. The review (Caldicott, 1997) was commissioned by the chief medical officer for England, in response to

\textsuperscript{22} Such as the General Medical Council, Nursing and Midwifery Council and Health and Care Professions Council, which have the authority to strike people off the professional register for serious dereliction of duty

\textsuperscript{23} Section 60 of the Health and Social Care Act 2001 (re-enacted by Section 251 of the NHS Act 2006) allows the Secretary of State for Health to make regulations to set aside the common law duty of confidentiality for defined medical purposes. The Regulations that enable this power are the Health Service (Control of Patient Information) Regulations 2002. Frequently, references are made within the research community to ‘section 251 support or approval’. This refers to approval given under the authority of the Regulations. See: http://www.hra.nhs.uk/about-the-hra/our-committees/section-251/what-is-section-251/
‘increasing concern about the ways in which patient information is used…due to the development of information technology in the service’ (p. i). Recommendations made in the report were based on work conducted by the Caldicott committee into common information flows across the NHS. As a result of this work, the review formulated six principles for the control of patient-identifiable information (which have come to be known as the Caldicott principles):

Principle 1: Justify the purposes(s) - Every proposed use or transfer of patient-identifiable information within or from an organisation should be clearly defined and scrutinised
Principle 2: Don’t use patient-identifiable information unless it is absolutely necessary
Principle 3: Use the minimum necessary patient-identifiable data
Principle 4: Access to patient-identifiable information should be on a strict need-to-know basis
Principle 5: Everyone with access to patient-identifiable information should be aware of their responsibilities
Principle 6: Understand and comply with the law

The Caldicott principles, which complement the DPA’s principles (particularly around issues connected to ‘data minimisation’), acted as a major signifier to NHS staff that a robust and careful approach to data sharing was what was expected and required. Significantly, the report also recommended that ‘a senior person, preferably a health professional, should be nominated in each health organisation to act as a guardian, responsible for safeguarding the confidentiality of patient information.’ The subsequent application of this recommendation has been extremely successful, and these Caldicott guardians have continued to be an enshrined element of the broad information governance structure adopted across the NHS.

Through the Caldicott principles, a broad attitudinal shift therefore occurred across the NHS, putting a greater emphasis on the need to justify and carefully control data sharing. The subsequent introduction of the 2002 regulations, which were more specifically connected to controlling the circumstances in which patient identifiable data can be further processed without patient consent, could be seen simply as part of this change. However, direct pressure on the British Government to further tighten controls in relation to the use of medical and health data without the explicit consent of patients came from the publication of two particularly damning reports that prompted the then Secretary of State, Alan Milburn, to acknowledge that patient expectations and clinical research practice had ‘grown apart.’ These reports, which focused on the Bristol Royal Infirmary and the Royal Liverpool Children’s Hospital,24 were related to the removal, retention and disposal of human tissue and organs from deceased children without next of kin consent. Whilst these inquiries specifically related to abuses of rights in relation to research involving human tissue, and therefore (in legal terms) concerned abuses of the Human Tissue Act, the emotional impact of the reports had broad ramifications in raising public awareness of the ethical and legal considerations surrounding all health and medical research practice.

(Higgins, 2003). The Inquiry report into the Royal Liverpool Children’s Hospital at Alder Hey labeled the *modus operandi* under which the events were allowed to unfold as paternalism in action (Redfern, 2001). This had the broader effect of calling into question whether paternalistic decision-making processes, which failed to adequately take into account the ‘reasonable expectations’ of the patient and/or their next of kin, was detrimentally endemic as an underpinning mechanism for *all* health and medical research practice within the NHS. In a key press release in 2001, Alan Milburn acknowledged that:

The NHS can no longer assume that the benefits of science, medicine or research are somehow self-evident, regardless of the wishes of patients or their families. The relationship between patients and the service today has to be based on informed consent. That will require changes in practice and changes in policy (Milburn 2001 in Higgins, 2003, p.9).

Against this backdrop of concern, and with a focus on the importance of consent very much in the foreground of the political and public consciousness, the 2002 Regulations (which were themselves introduced through the Health and Social Care Act, 2001, reenacted by s. 251 of the NHS Act 2006) sought to iterate the exact circumstances in which the common law duty of confidence could be set aside to allow the use of confidential information for purposes beyond the direct care of the patient without explicit consent. The regulations made it clear that despite any duty of confidence that may be owed in relation to patient data, it may be possible to establish a legal basis for processing confidential patient information for purposes beyond direct care without explicit consent when this is for public health purposes. Regulations 2, 3 and 5 define the exact purposes for which this is permissible. Regulation 2 specifies cancer registration, whilst Regulation 3 specifies public health purposes when processing is intended to ‘diagnose, control, prevent, or recognise trends in communicable diseases and other risks to public health’. Essentially, then, Regulation 3 relates to processing for the purposes of health protection. Regulation 5, on the other hand, specifies disclosure for purposes more broadly defined, namely purposes that fall under the remit of health improvement (Taylor, 2015, p.352).

There is an independent advisory group with responsibility for advising on the application of the 2002 Regulations. Over the years, changes in the law that have affected the structure of health and social

---

25 It is important to remember that the regulations only provide relief from the common law duty of confidence, which means that any activity taking place with the support of the regulation must still comply in full with the Data Protection Act. Grace & Taylor (2015) describe the relationship between the DPA and the regulations in the following terms: ‘when offering advice on the use of the Regulations, the advisory group must take into account the restrictions and exclusions that are contained within the Regulations and also those that must be read down from the Parent Act…the Parent Act provides that the Regulations cannot make provision for processing ‘in a manner inconsistent with any provision made by or under the Data Protection Act 1998”. The expectations of the Data Protection Act 1998 already discussed are thus explicitly imported into the context of secondary uses of confidential patient information.

26 As noted by Taylor (2015) processing for health protection is also covered by further specific regulations, the most recent being The Health Protection (Notification) Regulations 2010 which ‘set aside the common law duties by a statutory duty imposed on registered medical practitioners to notify certain specified infectious diseases and contaminations to the proper officer of the local authority via Public Health England (PHE). In addition, diagnostic laboratories are required to provide positive diagnostic test results on specified diseases to PHE’ (p.351).

27 The application of Regulation 5 is commonly referred to as an instances of ‘class support’ (Grace & Taylor, 2015: 424)
care management and provision have meant that the group has itself been reorganised a number of
times during its history. Its first incarnation was in the form of the Patient Information Advisory
Group (PIAG). The PIAG was established through section 61 of the Health and Social Care Act, 2001.
Following the abolition of the PIAG, The National Information Governance Board for Health and
Social Care (NIGB), established under s.157 of the Health and Social Care Act 2008, acquired the
functions previously held by the PIAG, and its Ethics and Confidentiality Committee (ECC) had
responsibility for the advisory role. Following the reorganisation of the National Health Service in
England, outlined in the Health and Social Care Act 2012, these functions were transferred once more
to the newly established Health Research Authority’s (HRA) Confidentiality Advisory Group (CAG).
The HRA was originally established as a Special Health Authority in December 2011, but became a
non-departmental public body in January 2015 under the Care Act, 2014. The HRA also absorbed the
functions that were previously held by the National Research Ethics Service to fulfil an ongoing remit
‘to protect and promote the interests of patients and the public in health research, and to streamline the
regulation of research.’ Under the Care Act 2014, in response to concerns arising from the care data
scheme, the CAG now has an additional statutory role in advising the Health and Social Care
Information Centre (HSCIC) on aspects relating to their dissemination function (see more below).28

The terms of reference of the Advisory Group have subtly (but in some ways significantly) changed
over the years. Originally, when the PIAG was first created, there was a statutory responsibility to
consult the Advisory Group before new or amended Regulations were laid before Parliament, but when
NIGB was abolished this responsibility transferred to the Care Quality Commission. Although the
Advisory Group has always been invited to advise on decision-making under the 2002 Regulations, it
is significant that the Care Act, 2014, has made it a statutory requirement for the HRA to establish an
independent committee for the purposes of giving advice in circumstances where a decision has to be
made on whether to permit processing under the 2002 Regulations (Grace and Taylor, 2013).

In essence, the Health Service (Control of Patient Information) Regulations 2002 establish a legal basis
for the common law duty of confidence to be set aside so that data can be disclosed for public health
purposes without patient consent. However, under the Regulations a differentiation is made between
types of processing purposes, with different safeguards and conditions attached. If processing without
consent is for health protection purposes, under Regulation 3, then there is no need to go through the
‘administrative inconvenience and delay’ (Taylor, 2015, p.352) of applying for CAG support for that
processing. However, when processing without consent is for health improvement purposes, under
Regulation 5, an application to the CAG is required. Led by a diverse panel of experts and laypersons,
CAG’s role is to assess the necessity and proportionality of the interference with individual privacy. In
doing so, the CAG must take into account the restrictions and exclusions laid out in the Regulations. In
particular, where confidential patient information is processed under the Regulations, the researcher
must not process that information any more than is necessary to achieve the permitted purposes. In

28 See http://www.hra.nhs.uk/about-the-hra/our-committees/section-251/
In addition, there is an emphasis on meeting the specified purpose in ways that, as much as possible, reduce identifiability within the data, restrict access to the data, and prevent unauthorised access through appropriate technical and organisational measures (which, in fact, neatly echoes the approach enshrined in the Caldicott principles). There is also an enforced requirement to review the necessity of the processing at twelve-month intervals, and to make available on request information on the steps taken to adhere to the regulations (Confidentiality Advisory Group, 2013).

According to the CAG’s Principles of Advice, ‘two of the most significant safeguards limiting the scope of any permissible interpretation and application of the regulations, concern the issues of ‘public interest’ and ‘practicable alternative’’ (Health Research Authority, 2013, p.2). Under Section 251 of the NHS Act, the introduction of regulations is only possible if the regulations are considered necessary or expedient in the interests of improving patient care, and/or in the public interest. Accordingly, then, ‘it follows that any advice given, in relation to the regulations, must be consistent with one or both of these purposes’ (Health Research Authority, 2013, p.3). Therefore, support under the regulations (often referred to as s. 251 support) can only be given to research that is necessary or expedient in the interests of improving patient care, or in the public interest. Furthermore, the regulations may not be used to make provision for the processing of confidential identifiable patient information without consent “for any purpose if it would be reasonably practicable to achieve that purpose otherwise…having regard to the cost of and the technology available for achieving that purpose” (S. 251 (4) NHS Act 2006). What this means is that the regulations cannot offer support to research that uses patient-identifiable information without consent if there is the means to undertake that research in another way, either by gaining consent or by using de-identified data. In relation to assessing whether gaining consent is ‘practicable,’ due regard will be given to the costs involved and/or the availability of technology for doing so.

In evaluating whether processing is ‘in the interests of improving patient care,’ the CAG considers ‘not only the intended consequences of the processing but also the potential damage to patient care that might follow from a loss of trust in the confidentiality of the information held by providers of healthcare services’ (Health Research Authority, 2013, p.3). In this respect, the CAG is ‘always mindful of the two public goods identified in previous sections in this review: the public good in a health care service which holds and processes patient information confidentially and the public good in improving that health care service through the use of confidential patient information for medical purposes without patient consent’ (Health Research Authority, 2013, p.3). Having considered the potential impact of any particular proposal on each of these public goods, the group will only give support if it considers the balance to be ‘in the public interest.’ As a basic principle, the more readily acceptance for a proposal across a diversity of ‘user groups’ can be reasonably anticipated — not only from those who might benefit from the processing, but also from those whose data is to be processed without consent — the clearer the indication that the processing is in the public interest (Health Research Authority, 2013, p.3).
In assessing the availability of a ‘practicable alternative’ that would negate the necessity of using confidential information without consent, the CAG considers whether it is reasonable to expect the applicant to seek consent or adapt the research to draw only on data in de-identified form. Impossibility can sometimes be argued in retrospective studies including data of deceased patients, or when the patient may be incapacitated and therefore unable to give consent. A large cohort does not automatically mean that gaining consent is considered too difficult. The ‘intolerable bias’ that might occur if patients opt out when consent is sought is only seriously considered when the study involves small numbers. There are rare cases when the CAG considers that it may not be reasonable to seek consent even though it is perfectly practicable to do so. The example given in the CAG guidance is ‘studies that have sought to investigate the records of the deceased and have had the opportunity to consent the subjects of those records while still living but where such opportunity could only have been realised by consenting a much larger cohort including those that had no reason to suspect that the treatment episode in question would result in their death’ (Health Research Authority, 2013, p.12).

Alongside these considerations around ‘public interest’ and ‘practicable alternative,’ CAG’s Principles of Advice make it clear that it is particularly important to demonstrate that it is possible to provide access to identifiable information without individual consent and still appropriately protect an individual’s right to respect for their private life. Furthermore, ‘a standard requirement imposed by the group is that known individual dissent to disclosure should be respected in all but the most exceptional circumstances’ (Taylor, 2015, p.352). On this point, interpretation of the regulations on an individual’s right to object actually goes beyond those upheld by the Data Protection Act 1998. Whereas the DPA specifies a right to object where processing will cause ‘unwarranted substantial distress or damage,’ the CAG maintains that the right does not need to be qualified in such specific terms and that all ‘reasonable objections’ will be upheld. It is important to note also that the advice given by the CAG (and the final decisions taken by the HRA and the Secretary of State based on that advice) is permissive but not absolute. Therefore an individual healthcare professional can decide not to provide the confidential information even when a legal basis has been established to permit them to do so (CAG, 2013, p.6). It is also vital to draw out from this that the emphasis within the CAG on assessing the ‘public interest’ and ‘practicable alternatives’ when considering whether the duty of confidence can be lifted is underpinned by the foundational notion that the obtaining of consent for breaking that duty of confidence should, in all but the most exceptional circumstances, be the default principle for enabling health and medical research that uses patient-identifiable information.

It is therefore a ‘consent as the default’ approach that has emerged as the accepted path to data sharing in NHS England, and this is echoed in amendments to the NHS constitution (2015). These amendments are indicative of what can be interpreted as an ongoing commitment to shift the ethos away from paternalism towards closer involvement for patients in decisions that affect them. The additions to the NHS constitution concerning ‘consent, respect and confidentiality’ read: ‘You have the right to be informed about how your information is used’ and ‘You have a right to request that your confidential data is not used beyond your own care and treatment and to have your objections
considered, and where your wishes cannot be followed to be told the reasons including the legal basis’ (NHS Constitution as quoted in Grace and Taylor, 2014, p.416). Taking all of this into account, Grace and Taylor (2014) sum up the English approach, and the legal premise on which it is based, in the following terms:

The common law duty of confidence, the Human Rights Act 1998, the Data Protection Act 1998, and the Health Service (Control of Patient Information) Regulations 2002/1438, collectively establish a responsibility to consult a patient before confidential information is used for secondary purposes. There is a responsibility to provide information (where practicable) about the intended purposes of processing and also a responsibility to take conscientious account of any reasonable objection to disclosure. [Nevertheless]…there are at least two circumstances in which any responsibility to consult, at least inherent to the common law, might be limited. These relate to uses of de-identified data and uses of identifiable data ‘in the public interest’ (p. 426).

Having considered in the previous section the ambiguity in the DPA surrounding anonymous data, it is worth elucidating here on the inapplicability of the common law duty of confidence to anonymised data, as explored by Grace and Taylor (2014), who analyse R v Department of Health ex parte Source Informatics as a means of establishing where the common law stands on this issue. The decision in this case (which has set an interpretive precedent) is described by Grace and Taylor (2014) in the following terms:

The Court of Appeal…decided that a pharmacist could make use of de-identified [anonymised] patient information without breaching the duty of confidence that they held in relation to the data in identifiable form. Pharmacists were selling de-identified prescription information to companies interested in learning more about the prescribing habits of doctors. The Department of Health objected to this practice and claimed that disclosure amounted to a breach of confidence. The Court of Appeal decided that where data are de-identified by a health professional (who lawfully holds identifiable data), then disclosure of the de-identified data will not threaten the privacy of the individual. The process of de-identification needs to be sufficiently robust, and/or the subsequent information context sufficiently controlled, to prevent the re-identification of the patients, but—if anonymity is effectively assured—then the common law duty of confidence is lifted. The impact of Source Informatics has thus been to establish that, from a common law perspective, a patient does not need to be informed of any intention to de-identify data and to use it for further purposes. Nor would a patient appear to have any common law right to object to either the de-identification itself or the subsequent use of data in de-identified form (p. 426-427).
The connotations of this will be expanded on below in relation to an exploration of mandated data collections and further disseminations undertaken by the Health and Social Care Information Centre (HSCIC).

**Mandated disclosures and the opt-out**

Grace and Taylor (2013) suggest that the tenets of the position adopted in England, in which there is recognition of a general responsibility to consult patients on secondary uses of identifiable confidential data, has been put under considerable risk of being diluted by the exercise of powers introduced through the Health and Social Care Act 2012, which introduced a ‘new legal framework for the flow of confidential patient information within the NHS’ (Grace and Taylor, 2013, p.429). This new flow revolves around the newly created Health and Social Care Information Centre (HSCIC), which has been endowed through the Act with a number of specific powers. Grace and Taylor (2013) describe these powers as ‘complex to the point of being Byzantine.’ To summarise in greatly simplified form, the HSCIC was given power, under section 259, to acquire confidential patient data (and other information) from health and social care bodies across England. It has the power to require information where it is considered ‘necessary or expedient’ for the purposes of fulfilling any of its statutory functions, and in the case of confidential patient information, where the information is requested from either:

(a) the Secretary of State or the Commissioning Board (section 254), or  
(b) a ‘Principal Body’\(^{29}\) which considers the information to be necessary or expedient to have in relation to discharge of their duties in relation to provision of health services or adult social care in England (sections 255 and 256) or  
(c) any person, who has requested that the Information Centre collect confidential information, if that person has (independent) authority to require disclosure of that information (section 256 (2) (b))

(as laid out in Grace and Taylor, 2013, p. 430-431)

As elucidated by Grace and Taylor (2013), if a request made to the Information Centre to process confidential information falls outside of these conditions, then the Centre might still lawfully request disclosure of confidential information, but only if the request relates to ‘information which may otherwise be lawfully disclosed to the Information Centre or to [the party requesting that the Centre collect the information] by the person holding it.’ There is a general responsibility upon the Information Centre to publish all information collected through mandatory disclosure with the obvious exception of identifiable data. This means that ‘whilst the Information Centre is empowered to collect, and indeed to require the disclosure of, confidential patient information it will not publish that

\(^{29}\) ‘Principal Body’ means Monitor, the Care Quality Commission, the National Institute for Health and Care Excellence, and such other persons as may be prescribed in regulations (s 255(9))
information in identifiable form’ (Grace and Taylor, 2013, p.431). In addition to the restrictions on the publication of identifiable data, ‘there are further restrictions upon any kind of dissemination of identifiable data (other than by way of publication)’ (Grace and Taylor, 2013, p.431). However, these restrictions on disclosure are ‘lifed in a number of circumstances including where: the disclosure is made to any person in circumstances where it is necessary or expedient for the person to have the information for the purposes of exercising functions of that person conferred under or by virtue of any provision of the 2012 Act or any other Act’ (Grace and Taylor, 2013, p. 431). This means, for example, that researchers with s. 252 support can request access to the identifiable information that is held by the HSCIC as a result of mandated disclosure.\(^{30}\)

As the paragraphs above illustrate, the rules around the mandated disclosure of confidential patient data from health professionals to the HSCIC, and its further dissemination by the HSCIC, are indeed complex. In a detailed examination of the interaction between the Health and Social Care Act 2012, and the existing legal framework (provided by the 2002 Regulations, the Data Protection Act 1998 and the Human Rights Act 1998), Grace and Taylor (2013) have been concerned to establish the effect that mandated disclosure of this kind has on what patients can expect in terms of notification and consent in relation to the processing of their data. Through a detailed legal discussion, the authors argue that the common law duty of confidence does not apply to mandated disclosures made to the HSCIC, because the 2012 Act establishes a statutory gateway for the disclosure of confidential patient information. As such, the 2012 Act also removes any need to satisfy the requirements of the Health Service (Control of Patient Information) Regulations 2002. Therefore, the position established under the regulations that any reasonable patient objection should be respected is also no longer applicable. In relation to fair processing under the DPA, the Information Centre itself is released from any obligation to provide information about its processing — although the data controller from whom the data is obtained must make an effort to notify. The onus here is therefore not on the Information Centre, and this effectively reduces the opportunities that data subjects have to know about and challenge the processing. Therefore, in relation to mandated disclosures, even the more limited right given to data subjects to object to processing under the DPA is effectively curtailed (Grace and Taylor, 2013, p. 433-435).

The establishment of the HSCIC in 2013 can be connected to the increasing Government rhetoric, since 2011, around open data and the re-use of public sector information. Within NHS England itself, the pendulum swing between a cautious ‘privacy-centred’ approach to information sharing, epitomised in the Caldicott Principles and taken seriously following the Alder Hey scandal, was beginning to come under pressure, and the second Caldicott review of 2013 (Caldicott, 2013) sought to advocate for a balance between openness and data access restrictions which took account of the Government’s increased rhetoric concerning the benefits of sharing. This balance was enshrined in the introduction of a new seventh Caldicott principle:

\(^{30}\) For details on the process researchers go through to gain access to data held by HSCIC see: http://www.hscic.gov.uk/DARS
Principle 7: The duty to share information can be as important as the duty to protect patient confidentiality

The second Caldicott report directly refers to the Government’s White Paper on Open Data, in particular its ‘twin track’ approach in which ‘data that can be published should be published’ when coupled with a commitment to ‘safeguard people’s data from misuse and rigorously protect the public’s right to privacy.’ The implication in Caldicott II is that Information Governance in the NHS was failing to allow this balance to be effectively achieved:

Over recent years, there has been a growing perception that information governance is often cited as a reason not to share information, even when this is in the best interests of the patient or service user…Paradoxically, criticism that the bureaucracy of information governance is standing in the way of sensible information sharing among professionals has gone hand in hand with equally vociferous criticism that the system is not doing enough to combat laxity in the protection of confidential data and information. There is a perception that too much information is being disclosed inadvertently as well as too little being shared deliberately. Furthermore there is uncertainty among many patients and users of services, who are unaware of how personal confidential data about them is collected and shared. If people do not know how their data will be used, it is wrong to assume they have given their implied consent to sharing (Caldicott 2013, p.25-26).

While the report sought to counteract a ‘culture of anxiety’ around information sharing that, it argued, had permeated the NHS, it equally sought to reinforce the need for rigour and proper handling of confidential information. Giving the public adequate information on the different ways in which their data may be used is highlighted as one of the fundamental cruxes of achieving the desired balance in information sharing, where the approach is both enabling and protective and in line with patient expectations.

However, the position on consultation and consent in relation to disclosure of confidential information under the statutory powers afforded to the HSCIC has continued to be an area of deep controversy. The publication of the HSCIC’s Code of Practice on Confidential Information (mandated under the Health and Social Care Act 2012 and published in December 2014) has helped to clarify the ways in which the balance enshrined in Caldicott Principle 7, between sharing information and protecting patient confidentiality, is achieved. This code draws heavily on the full range of Caldicott Principles to ensure that collection, analysis and dissemination of confidential patient information for secondary purposes is legally sound, proportionate, and done in recognition of objections. In relation to the latter, the system that has emerged across England and Wales to manage patient consultation and consent in relation to mandated disclosures is an ‘opt-out’ model (Taylor and Taylor, 2014, p 3). This model has emerged as the means of bridging the gap in patient rights that develops in the context of the mandated disclosure of confidential patient information from health care professionals to the HSCIC as
introduced by the Health and Social Care Act, 2012. To this end, even though there is essentially no legal requirement for patient consent or opportunity for patient objection within mandated disclosure, the development of an ‘opt-out’ system goes some way to ensure that patient objection is respected in practice in the spirit of the 2002 regulations. The development of a national ‘opt-out’ model was, in fact, first introduced as part of the ill-fated care.data scheme, following effective lobbying by privacy campaigners. It currently consists of what has come to be known as Type-1 and Type-2 opt-outs, through which individuals can raise an objection to the use of their identifiable data for anything beyond their direct care. These are described on the HSCIC website in the following terms:

**Type 1 opt-outs** If you do not want information that identifies you to be shared outside your GP practice, for purposes beyond your direct care you can register a type 1 opt-out with your GP practice. This prevents your personal confidential information from being used other than in particular circumstances required by law, such as a public health emergency like an outbreak of a pandemic disease.

**Type 2 opt-outs** The HSCIC collects information from a range of places where people receive care, such as hospitals and community services. If you do not want your personal confidential information to be shared outside of the HSCIC, for purposes other than for your direct care you can register a type 2 opt-out with your GP practice (HSCIC, 2016).

Controversy surrounding these opt-outs has been fierce. It has been strongly argued that the wording of the opt-outs lack clarity, making it difficult for the public to know exactly what they are opting out of. There have also been substantial problems relating to the implementation of the type 2 opt-out. It came to light in 2015 that 700,000 ‘type 2’ objections had, at that point, been registered under the opt-out scheme. These ‘type 2’ objections were registered by patients with GPs according to the protocol, but relate broadly to objections to data sharing undertaken by the HSCIC and the range of data sets that it collects under mandated disclosures. It emerged, amidst a public outcry, that the HSCIC could not initially extract the type 2 objections from the GP data without it also having adverse consequences for the direct care of the patient who, following the action on the objection, would not be approached for direct care services such as ‘e-prescribing, bowel screening, e-referrals or e-pathology reporting.’ Therefore, applying that objection was on hold as it was deemed unacceptable that applying the objection would negatively impact on a patient’s routine care. Consequently, confidential patient data was being shared by the HSCIC on an on-going basis against patient wishes due to a lack of means for respecting individual dissents without further consequences for direct care.31 Following a direction from the Secretary of State, the HSCIC has now been mandated to not only extract but also apply type 2 opt-outs from 29 April 2016. Currently, then, the HSCIC collects information on type 2 opt-outs from GP practices on a monthly basis. These records are used to check against sets of data made available by HSCIC when it is intended that they will be released to another organisation. All personal confidential information is removed before that data set is made

31 A description of this issue was given by the HSCIC as written evidence to the parliamentary health committee who were tasked with investigating the problem: http://data.parliament.uk/writtenevidence/committeeevidence.svc/evidence/document/health-committee/handling-of-nhs-patient-data/written/17671.html
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available. This brings the practice of the HSCIC broadly in line with the thrust of the 2002 regulations, where known dissents to the use of confidential identifiable patient data are respected. However, there are a range of extended scenarios laid out in the direction in which type 2 objections cannot currently be upheld, including where there are ‘complex technical barriers’ relating to particular datasets ‘that make it very difficult to apply opt outs’ (HSCIC, 2016b). The direction places an onus on the HSCIC to resolve these technical barriers, yet at the current time the system has yet to work in a way that can ensure the opt-outs are upheld in all reasonable circumstances. At the time of writing, 1 in 45 patients (2.2%) have registered type 2 objections (HSCIC, 2016c), which reportedly amounts to 1.2 million patients (Digital Health, 2016b), and there are currently 1, 461, 877 instances of type 1 opt-out codes occurring within GP records, preventing these records from being shared outside the practice for purposes other than direct care (HSCIC, 2016c). These type 1 objections will become applicable if and when the care.data scheme is reinitiated. In recognition of the importance of having a clear, understandible and easily applicable consent model, in September 2015 the Health Secretary Jeremy Hunt commissioned Dame Fiona Caldicott to conduct a review of the current ‘opt-out’ process. That review is complete, and it has been reported that Caldicott has devised ‘a single, simple model for patients to use to determine the use of their data beyond their own personal care.’ However, the publication of the review was delayed until after the UK’s EU referendum on the 23rd of June 2016 (Digital Health, 2016a).

To be in any way effective, the anticipated Caldicott review of the ‘opt-out’ system will have to be accompanied by a consideration of the consent model upon which the ‘opt-out’ is based. Policy makers are aware that under any ‘opt-out’ scheme, most people accept the offered defaults, therefore the intended uses of the data are relatively unaffected by giving individuals the choice to dissent. Due to the limited number of choices, the ‘opt-out’ scheme currently adopted in England is also modelled on ‘broad opt-out’ as opposed to ‘narrow opt-out,’ as it is impossible under the current scheme to register a nuanced decision based on particular types of uses. An entirely different approach would be to enable some form of ‘dynamic consent.’ Dynamic models are being explored by international ‘big data’ initiatives such as those of the International Medical Informatics Association (IMIA) and the Global Alliance for Genomics and Health (Nuffield, 2014, p.75). However, consent models in a health context (dynamic or otherwise) have the further complication that, in the case of certain types of health data, while consent may be freely obtained from one individual, ‘the data concerned may also significantly relate to the privacy interests of other individuals, including those not yet born’ (Nuffield 2014, 76). Thus, for example, ‘a DNA sequence may reveal probabilistic information or, in rare cases, disease traits or other characteristics in biological relatives, not merely about the person from whom it was obtained. In such cases, there is a divergence between the scope of autonomy (who gives or withholds permission for data access) and the scope of privacy (those whose privacy interests are affected by this permission) that current consent and data protection mechanisms find difficult to manage’ (Nuffield 2014, p.76). The forthcoming Caldicott report has the difficult task of navigating these consent-related complexities.

Returning the focus to the HSCIC, it is fair to say that its remit and practices have come under heavy scrutiny. During an evidence session of the Parliamentary Health Select Committee in 2014, Labour
MP Valerie Vaz labelled the HSCIC as a ‘shambles’ in relation to its handling of patient data (O’Dowd, 2014). The issues surrounding the management of opt-outs is one small part of a wider debate on the ways and means in which the public is consulted, kept informed, and has the right to limit secondary uses of data beyond direct care. Questions from the Parliamentary Committee Chairman, Stephen Dorrell, focused on seeking to clarify in what ways the HSCIC was different from its predecessor, the NHS Information Centre, which had been rumoured to have sold de-identified data to the insurance industry, allowing companies to set prices over cover (O’Dowd, 2014, p.348; Pollock and Roderick, 2014, p.1524). Dorrell’s questions highlight the fact that whilst the dissemination of de-identified health data to commercial companies may not contravene the common law duty of confidence or fall under the jurisdiction of the Data Protection Act, it may still be decidedly unethical. This is indicative of the complexity of the path which the HSCIC has to tread, and how its practices require a broader consideration of social legitimacy than a strict interpretation of the law alone allows for. Although the non-executive Chair of the HSCIC has argued publicly that the approach taken by the HSCIC is more robust than that taken by its predecessor, the complexity of disentangling legitimate commercial secondary uses of confidential data undertaken for health improvement from profit-making and market-orientated activities not in the public’s best interest is an area of on-going public debate and review, particularly given that ‘commercial contracts are now at the heart of NHS commissioning’ (Pollock and Roderick, 2104, p.1524).

Much of the consternation surrounding the HSCIC has been connected to the mismanagement of the care.data scheme. This scheme, led by NHS England, sought to direct the HSCIC to collect identifiable GP data including NHS number, date of birth, postcode and gender alongside a long list of ‘read codes’ that record clinical data of various types (Taylor 2014, p.2). This collection was to be mandated as a means of expanding the HSCIC’s existing Hospital Episodes Statistics (HES) dataset by linking it to the GP data and disease registry data. Such linkage is successfully in place in Scotland and Wales where the NHS is run separately. Researchers describe primary care data as the ‘crown jewels,’ as GP records have been ‘electronic for decades and have been coded for decades and have wide population coverage of nearly 100%’ (Callaway 2014, unpaginated). As NHS England is the world’s largest public health system, caring for over 53 million people, the linked dataset would be far greater than any equivalent held in any other country, including Denmark and Sweden, which have had central health databases for years (Callaway, 2014). However, the scheme was put on hold following a heavily criticised public dissemination programme in which information sheets sent out to the public failed to mention the scheme by name, failed to provide adequate information on the foreseeable uses of the data and the potential risks, and failed to adequately explain the process of opt-out. This failure in oversight and transparency was confirmed by a BBC poll which found that only 29% of the English population could recall receiving information on the scheme (Taylor, 2014, p.2). This was mainly due to the fact that the information was sent out to households rather than individuals, and its appearance as junk mail meant that the messages it contained failed to reach a significant proportion of the population (Carter et al, 2016). In response to these concerns, four clinical commissioning groups were chosen to pilot the scheme, but this too was put on hold whilst the Health Secretary invited Dame Caldicott to review the opt-out process (Digital Health, 2016a, Carter et al, 2016). Carter et al (2016) argue that the
care.data scheme failed precisely because it did not attract an adequate ‘social licence to operate.’ According to their definitions a ‘social licence’ is given by society to an organisation, corporation or scheme when its conduct and activities meet the expectations of society ‘beyond the requirements of formal regulation’ (p. 405). Carter et al (2016) argue that ‘warrants of trust’ between the public and the scheme were never adequately established (p. 406-407). The rupture in traditional public expectations of the duty of confidence between GPs and their patients was not anticipated or addressed (p. 407), and the argument that care.data was in the public interest was inadequately expressed and unconvincingly made throughout the course of the planned roll-out (p. 407). The result was deep mistrust in the minds of patients and the wider public on the motivation behind the scheme and its potential uses, particularly in relation to commercial re-use. Led by the lobbying group MedConfidential, the rhetoric surrounding the risks that the scheme posed to privacy, and the untrustworthiness of the system to mitigate those risks, became powerful and ultimately convincing. On a legislative level, the Government was forced to enact a number of amendments through the Health Act 2014 to address the concerns raised by care.data. This included ensuring that the CAG’s advisory role to the HSCIC was given a statutory footing. The Act also ensures that the HSCIC is placed under a general duty to ‘respect and promote the privacy of recipients of health services and of adult social care in England’ (Taylor 2014, p.5). Further to this, additional restrictions on dissemination of information by the HSCIC, introduced by the Act, sought to make it clear that data collected by HSCIC should only be further disseminated in the provision of care, or the promotion of health (Taylor 2014, p.5).

One of the lessons drawn from the failures inherent in the care.data scheme is therefore that compliance with the law does not necessarily mean that any given instance of the collection and use of health data beyond the purposes of direct care is morally, ethically or socially acceptable. This is picked up on in a Nuffield report entitled *The collection, linking and use of data in biomedical research and health care: Ethical Issues* in which it is argued that strong information governance protocols and the law must be supplemented by the development of a ‘morally reasonable set of expectations’ for health data sharing which should be constructed through *participation* by those with morally relevant interests (p.84). The report argues that the involvement of interested parties (including patients and the wider public) would allow for an ‘account to be given of how these interests are respected in decision making, thus fostering broader patient and public trust and cooperation’ (Nuffield, 2014, p.84). Such a participative approach may therefore ‘help to ensure that data initiatives remain more closely in touch with changing social norms’ (Nuffield 2014, p.84). Arguably, a participative approach may also help to build more legitimacy for, and social acceptance of, the assertion that public-sector health data can be managed in a way that both protects confidentiality and privacy and releases the potential in the data to be used for health improvement.

Taylor (2014) puts forward a similar argument in his examination of the aftermath of the care.data scheme. He suggests that care.data fell into the trap of insisting that the data sharing it was promoting was in the ‘public interest’ without allowing that assertion to emerge from robust public engagement with the issues. Furthermore, he highlights the fact that the debate around care.data has ‘at times
reflected the tendency, seen in (data protection) law, to consider the public interest as something opposed to the protection of an individual’s fundamental rights and freedoms’ (Taylor 2014, p.8). He argues that:

There will undoubtedly be times when one must give way to the other but to present them as necessarily opposed can place too great an emphasis upon their differences. It invites judgment that when the public interest justifies it, then individual privacy may be sacrificed. This is an unhelpful way of framing important questions. It does not sufficiently recognise the public interest in privacy protection or the ways that using data for public interest purposes, where it is consistent with people’s expectations and preferences, can respect privacy. In short, there are many ways and times that we can seek to improve protection of both privacy and the public interest in access simultaneously without having to sacrifice one for the sake of the other (Taylor 2014, p.8, emphasis added)

In keeping with what has been argued throughout this review, it does seems that the way forward through what is often framed as a dichotomy of opposing tensions is to ensure that privacy protection itself is framed, not just in terms of individual rights and freedoms, but as a collective public good alongside other public goods upheld in law, including the promotion of health. Only then will it be possible to engage the public in fruitful debate around the ways in which these equally reinforcing public goods can be upheld, protected and advanced. One of the main difficulties in beginning that debate, retrospectively, following care.data is that public confidence in the trustworthiness and legitimacy of such schemes has been deeply (and perhaps irrevocably) shaken. Gaining public trust and support for data linking initiatives involving personal health data will therefore be a much more difficult challenge going forward.
Achieving a balance between open data and data protection: what are the implications for information governance?32

The focus here will be on exploring the mechanisms of information governance that should frame secondary uses of medical records and patient data. These mechanisms must ultimately work to achieve a balance between the mutually reinforcing public goods of protecting privacy and enabling use that is in the public interest. While individuals have privacy interests in the use of data, they also share a collective interest in the wider use of data for health research. This ‘broader public interest, which consists in securing objectives that are valued by society, may come into conflict with individual privacy’ (Nuffield, 2014, p.158). However, the relationship between privacy and public interest in data is not simply one of opposition. The two are ‘mutually implicated in each other’: there are private interests in the achievement of common goals and a public interest in the protection of privacy, which encourage cooperation. Consequently, the issue is not finding a ‘balance’ between individual privacy interests and the collective public interest in a given data initiative, but resolving a ‘double articulation’ between the individual interest in protecting privacy and promoting the public good, and the public interest in protecting privacy and promoting the public good. ‘We all have interests on both sides, and navigating among these different relationships with other individuals, professionals and institutions requires a subtle negotiation of many different norms of information access and disclosure, of when and how they may be modified, and where hard and fast limits on data sharing need to be applied’. (Nuffield, 2014, p.158). Adequate information governance in data initiatives involving medical records and patient data needs to comply with the law around privacy, data protection and confidentiality but must also go beyond the law. In other words, complying with the legal framework does not necessarily equate to complete ethical and moral freedom to act within it (Nuffield, 2014, p.112). This is perfectly exemplified by mandated disclosures by the HSCIC. Whilst it may be within the law for the HSCIC to collect patient data without offering patients notification or opportunity to dissent, it is not necessarily ethical or morally reasonable for them to do so. Mechanisms for information governance therefore should work to bridge the gap between legal, ethical, and moral responsibilities. Adequate information governance in relation to data initiatives that draw on medical records and patient data therefore hinge on developing mechanisms that are based on:

- An agreed set of reasonable expectations about how data will be available for use in a data initiative. These ‘reasonable expectations’ must give proper attention to the different interests at stake and must be based on a robust reconciliation of the norms of privacy and disclosure among those who participate in the initiative (e.g. patients, the broader public, researchers and other interested third parties, health professionals, and data providers)
- Clarity and transparency around the ways in which individual freedoms are respected, for example, the freedom to modify these norms by consent

---

32 The direction, content and thrust of the argument presented here has been derived from Nuffield (2014)
• Agreement on the form of governance that will give acceptable assurance that the expectations will be met
• Agreement on who is accountable for what in meeting the agreed ‘reasonable expectations’ of use with additional agreement around the mechanisms that need to be developed to hold the system and its participants to account

(Drawn from Nuffield, 2014)

This literature review has pulled together a variety of instances in which Information Governance procedures across NHS England are failing on all of the counts outlined above. In the care.data fiasco, NHS England pushed ahead with the planned mandated disclosures of GP data to the HSCIC in the absence of any robust debate with patients, the public, or data controllers within the NHS. An agreed set of ‘reasonable expectations’ was never established, and the result has been a devastating loss of confidence in the scheme, not just from patients, but also from GPs who were against mandated disclosure on the basis that it would damage the nature of the trusting relationships pre-established with patients. In relation to the release of identifiable patient records by NHS Royal Free Trust to Google, again there was no process of establishing what the public and patients’ ‘reasonable expectations’ might have been on this issue before the data was released. In relation to how the HSCIC provides researchers with access to its semi-open data via its data advisory service, there has been no engagement with the research community or patient representatives to establish common ‘reasonable expectations’ around the process. As a result, none of the interested stakeholders -- patient (and wider public), health professional, or third party requester (which includes researchers) -- are being served particularly well.

Secondary uses of medical records: Scottish approaches to Information Governance

In many ways the Scottish approach to the question of the reuse of data from healthcare has been the complete reverse of the English experience. Rather than forcing the public and other interested parties to engage after core decisions on infrastructure, mechanisms and programmes have been taken, the Scottish authorities began with public engagement to determine the public acceptability of the concept of re-use. The informatics structure was developed following engagement, hand-in-hand with internal governance mechanisms, which had the net effect of building public trust rather than undermining it. As a direct consequence of this, the information governance system which frames the extraction and use of patient data for secondary purposes has been relatively uncontroversial and appears to be working well on behalf of all the interested parties. It must be noted here that the Scottish health service is much smaller than the English equivalent, and is structurally and operationally different. Nevertheless, there are important lessons that can be drawn from the Scottish approach.

The Scottish Informatics Programme (SHIP – formerly the Scottish Health Informatics Programme) was initiated to develop a research platform to support more systematic collection, governance and research use of data derived from patient records, and to establish a research arm within the Information Services Division (ISD) of NHS National Services Scotland to support the efficient
functioning of public services more generally. The SHIP provides for linkage not only of primary and secondary care data (collected routinely as part of clinical care) but also data that have been gathered in cohort studies and other forms of publicly-held administrative data (Nuffield 2014, p.115).

Unlike in England, where the HSCIC (under statutory gateway) extracts data from local sources to a centralised data bank, in Scotland datasets are held in distributed collections, each of which is overseen by a data custodian who must agree to the release of data for the specific purposes of the research. Also, unlike in England, Scotland (like Wales) applies precautionary de-identification measures by splitting and encrypting demographic and clinical data prior to linking. Data from different sources (e.g. primary care, administration, etc.) are linked centrally and can be accessed in a safe haven on a temporary basis while a specific analysis is undertaken, and are destroyed as soon as practicable after the results have been obtained. It is intended that in the near future, one of the sources of data will be primary care records. In the Scottish system, GPs will exercise more control over data extractions than has been proposed under NHS England’s care.data programme. The Scottish infrastructure and governance mechanisms are arguably more complex than the HSCIC approach, but, crucially, this complexity can be justified because it has come out of robust public engagement from which a case has been made to ‘balance efficiency with public acceptability’ (Nuffield2014, p. 116). The public have been supportive of the system because it has remained distributed and GPs have control over the data extractions. The system therefore relies on the trusting relationship already established between patients and their GPs. Significantly, then, GPs in Scotland have not had to fight, as have English GPs, to assert their powers and responsibilities as data controllers. The SHIP approach works on the broad presumption that both public and health professionals in the main expect health data to be used for socially beneficial research, an assumption that can be backed up given the robust public engagement that has taken place (Nuffield 2014, p.116).

The information governance arrangements for the data services offered to researchers are built around the concept of ‘proportionate governance,’ which denotes an approach in which the balance of risks and benefits, and the appropriateness of means to ends, are central. At the heart of this approach is risk assessment. The SHIP continuously aims to improve existing data sharing approaches by ‘including assessment of the relative merits of different governance mechanisms, the selection of appropriate governance pathways, and a choice of different governance tools appropriate to any given research application’ (Nuffield 2014, p.117). It does not, for example, place a pre-reliance on any particular combination of anonymisation, consent or authorisation. Rather than applying a ‘one-size-fits-all’ solution, risk assessment enables flexibility in determining what tools and pathways are appropriate in a particular case. Risk assessment therefore has two functions in SHIP: ‘one with respect to data protection and the risk of individual identification, and another with respect to authorisation of research in the public interest’ (Nuffield2014, p. 117).

Under SHIP, a system of ‘authorisation’ for research operates to weigh up the balance between privacy and public interest in any given request for access and use. This moves away from the simple principle of minimising risk to the ‘principle of optimising the balance and distribution of risks and potential
benefits, and therefore begins to be able to deal with the essentially political question of how this optimum is determined (and by whom, and in whose interest)’ (Nuffield 2014, p.117-118). Answering this question requires those with interests at stake to reason together regarding their resolution. Therefore, the question of the ‘balance of risks’ is partially resolved through a commitment to public engagement as an input to governance. This commitment to public engagement has been taken on by the Farr Institute, Scotland, which raises awareness of medical research and its benefits and allows two-way communication between professional, academic and public/patient participants. As well as ad hoc activities, part of this commitment involves supporting a constituted Public Panel (currently with 20 members drawn from a cross-section of the Scottish public) that meets twice a year to review SHIP authorisation decisions and protocols (Nuffield 2014, p.118-119).

Information Governance as a means of moving beyond the law

The Scottish and English approaches to governance of the secondary reuse of patient data are vastly different in a number of ways, in relation to centralisation and distribution of resources: how data are disclosed and accessed; the range of acceptable users and purposes; and how control is exercised (Nuffield 2014, p.105). The HSCIC is centralised whereas the SHIP takes a distributed approach. The HSCIC allows direct access to data by commercial companies whereas the SHIP is more guarded. The HSCIC and the SHIP also have different authorisation procedures in which individual preferences and values figure, in the case of the HSCIC through opt-out and in the SHIP through ‘a more constitutive participation’ (Nuffield 2014, p.105). Though there are lessons to be shared across these various experiences, perhaps the most significant relate to how information governance surrounding patient data must be infused with the principles of stakeholder participation and social engagement in order to be effective. Case studies drawn into this review from NHS England and the HSCIC strongly indicate that there are serious consequences for public trust and for the viability of data initiatives if steps are not first taken to identify the reasonable expectations of the interested parties involved.

It must be remembered that the ethical issues at stake are not merely to do with the privacy of individuals and the risk of disclosure. Significantly, and not touched on in this review, there are also critical social choices about the terms on which data are used that have moral consequences, both because they determine how specific individuals might be treated, and because they may have a broader social impact in informing political decisions. When data about groups is used, this can lead to discrimination and stigmatisation if the ethical consequences are not well thought through. The challenge around the ‘balance of risks’ must therefore also take these broader ethical issues into account so that data is used responsibly to promote the public interest, in a way that best reconciles the relevant interests of individuals and groups’ concerns, in keeping with their fundamental rights (Nuffield 2014, p.153).

An ethical approach also ‘recognises that that job of reasoning should not cease once the threshold of acceptability is passed but should continue throughout the process of establishing and governing a data initiative, and permeate it at every point’ (Nuffield 2014, p.154). Opportunities for ethical reflection
should therefore be built into data initiatives so that such reflection can assume a constructive role: ‘rather than that of the external conscience poised to say ‘no’ to certain practices that step over a notional line of acceptability, the recognition that there are ethical arguments on both sides of any question about data use allows them to be harnessed in the search of good and better solutions, not merely the delineation of acceptable ones’ (Nuffield 2014, p.154).

Following the principle of participation by those with relevant interests in a ‘deliberative procedure’ can optimise the relationship between public and private interests, because ‘it allows values and interests to be transformed and reconciled through dynamic interaction’ (Nuffield 2014, p.155). This is in contrast to approaches that seek to demonstrate a pre-assumed public good in research, where the intention is simply to convince patient/public stakeholders to agree to a pre-determined goal and approach. Unlike top-down, one-way communication, participation is an embedded two-way process in which the ‘balance of risks’ can be co-constructed by those involved. In enabling stakeholders to engage in constructing the conditions of the future that affect them, it is therefore much more likely to produce outcomes that secure their commitment and build trust (Nuffield 2014, p.155).

The principle of accounting for decisions is a necessary complement to the principle of participation, ‘since not all interests can be represented through participation and not all interests may be satisfied with any outcome’ (Nuffield 2014, p.155). This ensures not only that a decision can be ‘accounted for,’ but also that there is an opportunity to challenge and even to re-evaluate the decisions, through formal structures, which may be regulation or appeal to a legitimate authority, and through continuing debate and re-evaluation. The principle ‘recognises the necessarily provisional nature of decisions about data management and governance, since the horizon of possibilities – and the values and interests invested in them – are constantly changing as the social, political, technological and information environments evolve’ (Nuffield 2014, p.155).

Taken together, the principles of participation and accounting offer the best chance of producing, for any particular data initiative, a morally reasonable set of expectations capable of being satisfied in practice. Establishing these expectations must be the first step in developing the information governance that frames any data initiative. These expectations must be collectively established between stakeholders including how respect for diverse values and interests will be shown and how moral conduct of others will be assured, while at the same time resolving the ‘double articulation’ of public and private interests through a process of collective moral reasoning and establishment of the ‘balance of risks.’. In conclusion, then, in seeking to identify applicable norms, mere compliance with the law is inadequate to ensure that data use is ethical and morally reasonable. This is because ‘law both stands in a broadly derivative relationship with respect to morality and because it provides only a minimal framework for action rather than full determination for moral action’ (Nuffield 2014, p.155). It is therefore vital to build information governance frameworks that go beyond the law, based on an identification of reasonable expectations of privacy and data use held by all interested parties, which can then determine the moral thresholds for what is acceptable in a given use context.
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